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1
CONNECTION SET-UP BETWEEN TWO
TERMINALS

RELATED APPLICATIONS

The present application is a continuation of U.S. patent
application Ser. No. 13/388,072, which was filed on May 4,
2010, which is a national stage application of PCT/EP2010/
061859, filed Aug. 13, 2010, and claims benefit of U.S. Pro-
visional Application 61/234,068, filed Aug. 14, 2009, the
disclosures of each of which are incorporated herein by ref-
erence in their entirety.

TECHNICAL FIELD

The present invention relates to a method of setting up a
connection between an originating terminal and a terminating
terminal. The invention further relates to an access gateway
and to a core network node involved in the connection set-up,
and to methods performed on these network nodes.

BACKGROUND

Call set-up is a standard procedure performed in a mobile
communication network. The set-up procedure is initiated
upon connection request of a terminal (originating terminal
T,), such as a mobile phone or any other type of mobile
communication device, which generally connects via a radio
access network. A controller of the radio access network, such
as a radio network controller (RNC) of UTRAN (UMTS
Terrestrial Radio Access Network) or a base station controller
(BSC) of a 2G radio access network (RAN), exchanges sig-
nalling traffic with an access gateway, such as a mobile
switching center (MSC) of a core network. This so-called
originating access gateway (O-AGW) sends connection set-
up signalling through the core network to a terminating access
gateway (T-AGW), which communicates with the terminat-
ing terminal (T,) through a terminating radio access network.
The signalling path (also called call routing path) from the
0O-AGW to the T-AGW which runs on the so-called signalling
plane can pass through further nodes of the core network, in
particular control nodes controlling media gateways, such as
further MSCs or the like. The nodes of the core network
through which the signalling path runs control media gate-
ways, by means of which a media path is established on the
media plane, also called user plane, through the core network.
The media path further extends from the MGW of the
O-AGW and the T-AGW through the respective radio access
networks to the originating terminal and the terminating ter-
minal, respectively.

The signalling plane established by means of the access
gateways and the control nodes transports signalling traffic,
while the media plane established by means of the media
gateways transports media contents, such as voice data, video
data or other types of user data. There are several methods of
setting up a connection upon receiving a request from a ter-
minal, one of which is described in detail further below with
respect to FIGS. 6A-6B. In general, the O-AGW sends a
set-up message to the T-AGW, with the control nodes in the
signalling (or routing) path instructing their associated media
gateways (MGWs) to establish at least part of the media path.

After receiving the set-up message and exchanging signal-
ling traffic with the terminating terminal, the T-AGW sends a
response message to the O-AGW for finalizing the set-up of
the media path, over which a ring back tone may be transmit-
ted.
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The media path generally comprises a forward channel (or
“A-Channel”), which transports media contents in a direction
from the MGW of the originating AGW to the MGW of the
terminating AGW, said direction also being called down-
stream. The backward channel (also called “B-Channel”)
transports media contents from the MGW of the terminating
AGW to the MGW of the originating AGW, said direction
also being called upstream. Downstream may also be defined
as the direction of transmission of a connection set-up mes-
sage and upstream as the direction of transmission of the
response message. Note that in the art, the terms upstream and
downstream are not always used in the same manner. The
particular meaning may need to be derived from the context in
which the terms are used. As an example, downstream with
respect to the B-channel may correspond to the above men-
tioned upstream direction, as contents is transported in back-
ward direction on the B-channel.

The terms downstream and upstream may also be used to
define a relative position of a node in the signalling or the
media path. As seen from a node in the path, an upstream node
can be a node preceding said node in the path and a down-
stream node can be a node succeeding a node in the path with
respect to the direction of transmission of a particular mes-
sage or contents. In such a context, an upstream (or down-
stream) node may be different when seen from the A-channel
or the B-channel.

In some networks, the core network nodes establish the
forward channel upon receiving the set-up message and the
backward channel upon receiving the response message. In
other networks, the nodes of the core network establish both
channels upon receiving the set-up message, with the receiver
addresses of the media gateways being exchanged between
the control nodes by means of inter-node signalling (so called
“Fast Track™).

In other scenarios, such as roaming terminals, the media
and signalling path can be more complex. As an example,
further core networks, transit networks and the like may need
to be traversed to reach the core network of a particular
operator. The radio access network of the originating terminal
may for example connect to an originating core network, and
further via one or several transit networks to the core network
of'the operator. A network through which the core network is
accessed may be termed access network. It may thus be a
RAN, another core network, or the like.

In conventional network architectures, the media path is
established through the radio access network and possibly
further access networks and the core network at call set-up
and kept over the duration of the call. Any node in the media
path has access to the media plane, it can for example read
data from the media plane (e.g. for multi-party conferences or
for call storage) and it can write or insert data into the media
plane (e.g. for multi-party conferences or announcements).
Such supplementary services generally reside within the core
network and can take advantage of such simple media plane
access.

In some countries and networks, the number of voice calls
that originate and terminate within one area (e.g. city or
region, also termed local calls) can be relatively high. Two
terminals may even reside within one radio cell. In terms of
connection costs, linking to such a cell is rather expensive, it
may occur e.g. by microwave links or even via satellite.

In order to reduce the connection costs, it is desirable to
identify such calls and to provide a short-cut of the media path
within the radio cell or radio access network, without using
the whole media path through the core network. Such a short-
cut of the media path may be termed “local call local switch
(LCLS)”. Users may benefit from providing such shortcuts as
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the more direct routing of the media contents may provide a
higher voice quality and a lower speech path delay, while at
the same time, the operator of the network may benefit from
the reduced operation expenditure. A shortcut of the media
path may also be termed “local shortcut™.

With respect to a local shortcut, the problem arises that
some of the nodes in the signalling path may require access to
the media plane. If such a shortcut is switched, then core
network nodes may no longer be capable of accessing the
media contents, i.e. read or write to the media plane. When
setting up the connection, it is often not clear which supple-
mentary services need to be provided by the nodes in the
signalling path. Services, such as lawful interception, record-
ing services in the home network, tone insertion and
announcements generally required media plane access, pre-
venting local shortcuts. It is thus desirable to improve the
end-user experience, such as distortion delay etc., and reduce
the operator expenditure, such as the required resource capac-
ity and link capacity, by improving the switching of local
shortcuts. In particular, the number of situations, in which
local shortcuts can be switched, should be increased. It is
desirable to determine the situation in which a local shortcut
can be established. Furthermore, it is desirable to determine
the access needs or requirements to the media plane of the
nodes in the signalling path.

It is thus an object of the present invention to obviate at
least some of the above disadvantages and to improve the
setting up of connections in a mobile communication net-
work.

SUMMARY

According to a first aspect of the invention, a method of
setting up a connection between an originating terminal and a
terminating terminal in a mobile communication network is
provided. The originating and the terminating terminals con-
nect via an access network, which accesses a core network
through an originating access gateway for the originating
terminal. For the terminating terminal, it may access the core
network through a terminating access gateway, which can be
the same or different from the originating access gateway. At
the originating access gateway, an information element is
included in a set-up message for setting up the connection
through at least the core network. The set-up message is then
transmitted on a signalling path through at least the core
network to a terminating access gateway in the core network.
There may be further networks involved in the signalling
path. At least one of the nodes through which the signalling
path progresses enters information into the information ele-
ment relating to its needs to access a media plane of the
connection to be set up. The set-up message comprising the
information element is received at the terminating access
gateway. A response message including the information ele-
ment with the collected media plane access needs is transmit-
ted in opposite direction along the signalling path to the
originating access gateway. The information on the media
plane access needs of the nodes in the signalling path col-
lected by means of the information elements is then provided
for determining whether a local shortcut of a media path of
said connection can be established in the access network.

The possibility of establishing a local shortcut of the media
path may thus be detected reliably, which can result in an
improved user experience and in a reduction of the required
resources. Furthermore, it may be possible to differentiate
between different situations with different supplementary
services requiring media plane access, so that shortcuts may
be provided in more situations.
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According to an embodiment of the invention, nodes in the
signalling path capable of processing the information ele-
ment, i.e. enabled nodes, adapt the routing of media through
their respective media gateways on the basis of their own
media plane access needs and further the media plane access
needs of the other nodes in the signalling path. The enabled
nodes can obtain this information by means of the informa-
tion element included in the set-up message and/or the
response message. Resources may thus be saved if only cer-
tain nodes in the signalling path have media plane access
needs.

In some embodiments, the information element may
always be included in the set-up message so as to reduce the
number of missed possibilities of providing a shortcut. In
other embodiments, the information element is selectively
included. The originating gateway may check if the originat-
ing terminal and the terminating terminal connect via the
same access network. This can occur by retrieving informa-
tion from a common visitor location register (VLR) storing
information on terminals connecting via the access network
or by receiving information on terminals connecting via the
access network from a control node of the access network. It
may also occur by means of a number based selection by
analyzing a number of the receiving party for whether it is of
a type which connects via the same access network. The
information element may then only be included in the set-up
message if the originating and terminating terminals con-
nected via the same access network. Signalling overhead may
thus reduced.

There are different possibilities of configuring the infor-
mation element. As an example, the media path may comprise
a forward channel and a backward channel. The information
element may then comprise at least the following elements
indicating media plane access needs: an element indicating a
need to read the forward channel, an element indicating a
need to write the forward channel, an element indicating a
need to read the backward channel and an element indicating
aneed to write the backward channel. It may thus be possible
to obtain a comprehensive overview over the access needs of
nodes in the signalling path.

The information element may comprise elements in the
form of flags for storing media plane access needs. A node
may then enter information into the information element by
setting the flag for the corresponding media plane access
need. Flags require little storage space and can be read out
easily.

The media plane access needs of each node that has entered
such information may be stored separately in the information
element, for example in association with a node identifier for
the respective node. Entering of information into the infor-
mation element may also occur by an enabled node not writ-
ing any access needs into the information element and thereby
indicating that it has no access needs, or by simply entering a
node identifier into the information element. By storing the
information separately, the access needs of each node in the
path may be identified, and furthermore, nodes that are not
capable of processing the information element may also be
identified.

Itis also possible that each node enters the information into
the information element by setting the same flag for each
media plane access need. If a particular flag is set by a node,
subsequent nodes may not reset the flag. The information
element transmitted along the signalling path may thus accu-
mulate the media plane access needs of the enabled nodes in
the signalling path. The information element may thus be kept
compact.
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In an embodiment of the method, the nodes in the signal-
ling path may set up the media path through at least the core
network upon receiving the set-up message and/or the
response message by setting the media gateway context and
the links of their respective associated media gateway
(MGW). The media path may thus be fully established and
may be ready for the transport of traffic. Based on the accu-
mulated media plane access needs, it is then determined
whether media contents is to be transmitted on the media path
set-up through at least the core network. As an example, if the
information element indicates read access to a particular
channel of the media path, media contents is transmitted on
this channel. Traffic in the core network may thus be reduced
and resources may be saved. The media contents may be
forked, e.g. in the access network or the access gateway to
both provide a local shortcut and read access.

In another embodiment, the media path is similarly estab-
lished through at least the core network upon receiving the
set-up message and/or the response message. Enabled nodes
may then be configured to decide to set an upstream or down-
stream link of the media path to passive based on the media
plane access needs of upstream or downstream nodes in the
signalling path. Setting a link to passive means that resources
for the link are assigned yet no contents are transmitted over
the link. Accordingly, the contents may only be transmitted up
to the nodes in the media path which have a media plane
access need, further reducing traffic in the core network.

If the media path comprises a forward channel and a back-
ward channel, this may for example be performed as follows.
The terminating access gateway may include an additional
information element into the response message. The enabled
nodes through which the signalling path progresses enter
information relating to their need to access the media plane
into the additional information element of the response mes-
sage. An enabled node in the signalling path may then deter-
mine from the information element received with the set-up
message if any nodes downstream the backward channel have
media plane access needs for the backward channel. Simi-
larly, from the additional information element received with
the response message, the node can determine if any nodes
downstream the forward channel have media plane access
needs for the forward channel. If there are no nodes down-
stream the respective channel with access needs, the node can
instruct its associated media gateway to set the link down-
stream the respective channel to passive. The node may thus
no further transmit media contents downstream the respective
channel, thus reducing traffic and saving resources. This
method can be performed in particular if no node in the
signalling path requires write access. If write access is
required, the downstream backward channel may only be set
to passive if nodes upstream the backward channel have no
need to write to the backward channel, and the downstream
forward channel may only be set to passive if nodes upstream
the forward channel have no need to write to the forward
channel. Accordingly, if the first write access node comes
before the last read access node, all links of the channel may
be set to active.

If no contents is transmitted over a link established for
setting up the media path over a certain period of time, a
disconnection may be triggered for the link. This may be
avoided by transmitting a heartbeat signal through such links
of'the media path. It is also possible to disable the detection of
whether media contents is transmitted through these links in
the corresponding media context manager of the media gate-
way which provides the respective link. The media path may
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thus be kept in stand-by in case contents needs to be trans-
mitted through the core network, e.g. upon a spontaneous
required read access.

In another embodiment, the enabled nodes may make use
of a similar additional information element for determining
upstream and downstream nodes having media plane access
needs. If an enabled node determines that any nodes in the
signalling path do not have media plane access needs for the
respective channel (e.g. forward or backward channel) on the
basis of the information element and the additional informa-
tion element, then the node does not establish a media path
link to the next downstream node of the respective channel, or
removes a media path link already established to the next
downstream node of the respective channel. As the links are
either not established or are being removed, the use of
resources in terms of links and context managers that are
assigned by media gateways may be reduced. Further, as
unused links are not set up or are removed, there may be no
need for a heartbeat signal or for a disabling the detection of
content transport. If write access is required, the links may
only then not be established or removed if nodes upstream the
respective channel have no need to write to the respective
channel.

Legacy network nodes in the signalling path which are not
capable of processing the information element, i.e. not
enabled nodes, may further be detected. In general, the detec-
tion may occur by enabled nodes analyzing the information
element received with the set-up and/or response message for
nodes in the path which have not entered any information into
the information element, into which each enabled nodes may
for example enter an identifier.

In a particular example, the information element may com-
prise a node identification field, into which each enabled node
enters a node identifier. An enabled node may then check if a
node identifier stored in the node identification field of the
information element received with the set-up message
matches a node identifier of the node from which the message
was received. If the node identifiers do not match, the node
may set full media plane access needs in the information
elements. It may thus be ensured that the legacy node has full
access to the media plane. The enabled node may then write
its own identifier into the node identification field of an infor-
mation element. The information element may be overwritten
any time so as to reduce the required storage space and
accordingly signalling overhead. A simple but effective
legacy node detection may thus be realized.

Besides, using an additional information element in the
response message or overwriting a node identifier in a node
identification field, it is certainly also conceivable to store in
the information element separately for each enabled node the
respective media plane access needs and a node identifier.

In the further embodiment, the information element com-
prises a list of access needs into which each enabled node of
the signalling path enters its media plane access needs and a
node identifier. Enabled nodes can then establish the media
path as follows. A node which has itself a media plane access
need can set up a direct connection (i.e. a media path connec-
tion) to the next upstream or downstream node that also has a
media plane access need. The media path may thus bypass
nodes other than the originating and terminating access gate-
ways which do not have any need to access the media plane.
Traffic in the core network may thus be reduced, and the
bypassed nodes may save resources.

A node capable of processing the information element, i.e.
an enabled node, which has a media plane access need may
scan the list of access needs comprised in the information
element of the response message for the first node down-
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stream or upstream the signalling path that has a media plane
access need. [t may then set up a media path connection to the
detected first node or change an existing media path connec-
tion so as to connect to the detected first node if such a node
is found. The media path may thus be set up in at least the core
network. This may be performed irrespective of the media
channel for which an access need is detected, or it may be
performed per media channel.

Legacy nodes in the signalling path may be detected by
analyzing the information element. As an example, if a node
from which a message with the information element is
received has not entered its identifier into the list, it may be
assumed that the node is a legacy node. If one or more legacy
nodes are detected, a media path connection can be set up to
the first enabled node upstream and the first enabled node
downstream the legacy node in the signalling path. Further,
media path connections can be set up by the first upstream and
downstream nodes to the legacy nodes so as to establish the
media path through the legacy node. As an example, the first
upstream and/or downstream enabled node may fully sub-
scribe to the media plane, i.e. enter full media plane access
needs into the information element, so that by establishing the
connections through the legacy network node, it may be
ensured that the legacy node obtains full access to the media
plane.

The information on the media plane access needs of the
enabled nodes that is collected with the information element
may furthermore be evaluated in order to determine whether
the local shortcut of the media path can be established in the
access network. Such an evaluation may be performed by one
or both of the access gateways. If such a shortcut can be
established, a controller of the access network may be
informed that the shortcut can be established or the informa-
tion on the media plane access needs may be transmitted to
said controller. Based on the received information, the con-
troller may then itself decide to establish the shortcut or
instruct other nodes to establish the shortcut.

According to a further aspect of the invention, a method of
setting up a connection between an originating terminal and a
terminating terminal connecting via the same access network
is provided. The access network accesses a core network
through at least one access gateway. The method is performed
by a core network node of the core network. The core network
node receives connection set-up signalling for establishing
the connection which is transmitted along a signalling path in
at least the core network. The signalling path passes through
the core network node. With the connection set-up signalling,
an information element is received which stores media plane
access needs of at least one node preceding the core network
node in the signalling path with respect to the direction of
transmission of the information element. The media plane
access needs indicate the needs of a preceding node to access
a media plane of the connection be set up. The core network
node enters information relating to its needs to access the
media plane into the information element. The information
element is then transmitted with the connection set-up signal-
ling to a next node in the signalling path. The collection of
media plane access needs of nodes in the signalling path by
means of the information element may thus be enabled in
order to determine whether a local shortcut of a media path of
the connection can be established in the access network.

In an embodiment of the method, the core network node
adapts the routing of media through its associated media
gateway on the basis of its own media plane access needs and
the media plane access needs of the other nodes in the signal-
ling path. These needs may be indicated in the information
element received with the connection set-up signalling and/or
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in a corresponding information element comprised in a mes-
sage received in response to the connection set-up signalling.
This way, the core network node may save resources and may
reduce the traffic through the core network.

In an example, the media path may comprise a forward
channel and a backward channel. Besides the information
element received with the connection set-up signalling, an
additional information element storing media plane access
needs of at least one node preceding the core network node in
the signalling path with respect to the direction of transmis-
sion of the additional information element may be received
with a corresponding response message. It may then be deter-
mined from the information element and from the additional
information element whether any nodes in the signalling path
have media plane access needs for the forward channel or the
backward channel. The core network node may then set
media gateway context and links of its associated media gate-
way in order to establish the media path through the core
network. This may be performed such that if it is determined
from the information element and the additional information
element that there is no need to transport media contents
downstream the forward or backward channel, the down-
stream media link for the respective channel is not established
or if it was previously established, is removed. It is also
possible to set the downstream media link for the respective
channel to passive, meaning that no content is transmitted
over the media link. The core network node may then trigger
the sending of a heartbeat signal over the passive link, or it
may disable the detection of whether media contents is trans-
mitted through the passive link in the corresponding media
gateway context manager.

In another embodiment, the information element com-
prises a list of access needs into which each enabled node in
the signalling path enters its media plane access needs and a
node identifier. With a response message to the connection
set-up signalling, the information element with the list of
access needs is received. If the network node has an own
media plane access need, it scans the list comprised in the
response message for the first node downstream or upstream
in the signalling path that has media plane access needs. It
then sets up a media path connection to a detected first node
orchanges an existing media path connection so as to connect
to the first node, if such a node is found. The media path in at
least the core network may thus be set up. If it does not have
any media plane access needs, it may refrain from setting up
media path connections, so that it is bypassed by the media
path. The core network node may thus save further resources
as no context manager and links need to be assigned.

The information element may be configured as described
above. In particular, it may comprise elements for indicating
read and write access needs to forward and backward media
channels, the elements may be provided in form of flags, and
the information element may store the access needs in accu-
mulated form or separately for each enabled node.

The method may furthermore comprise any of the steps
described above with respect to a core network node. It may
for example perform a detection of legacy network nodes by
analyzing the information element, e.g. by comparing an
identifier entered by the last preceding enabled node with an
identifier of the preceding node in the signalling path.

According to a further aspect of the invention, a network
node for a core network adapted to set up a connection
between an originating terminal and a terminating terminal
which connect via the same access network is provided. The
access network accesses the core network through at least one
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access gateway. The core network node is configured to per-
form any of the methods mentioned above with respect to a
core network node.

The invention further relates to a method of setting up a
connection between an originating terminal and a terminating
terminal connecting via the same access network, the access
network accessing a core network through at least one access
gateway, the method being performed by the access gateway.
In the method, connection set-up signalling for establishing
the connection is received, the signalling being transmitted
along a signalling path in at least the core network. Informa-
tion on the needs of nodes in the signalling path to access a
media plane of the connection to be set up is collected by
retrieving an information element from the received connec-
tion set-up signalling. The information element stores the
media plane access needs of at least one of the nodes in the
signalling path. The so collected information on the media
plane access needs is provided for determining whether a
local short cut of a media path of the connection can be
established in the access network. By having this information
available, a reliable determination of whether a short-cut is
possible may be achieved, which in turn may result in an
improved user experience and reduced operational expendi-
ture if such a shortcut is established.

In an embodiment, the access gateway is an originating
access gateway through which the core network is accessed
for the originating terminal. The originating access gateway
may then further include an information element in a set-up
message for setting up the connection through at least the core
network and transmit the set-up message on a signalling path
through at least the core network to a terminating access
gateway in the core network. The above-mentioned received
connection set-up signalling may then be a response message
which is transmitted by the terminating access gateway in
response to the set-up message. The response message may
then comprise the information element of the set-up message
in which at least one of the nodes along the signalling path has
entered its media plane access needs. The access gateway
may certainly itself enter its own media plane access needs
into the information element before transmitting the set-up
message.

In another embodiment, the access gateway is a terminat-
ing access gateway through which the core network is
accessed for the terminating terminal. The above-mentioned
set-up signalling may then be a set-up message which is
transmitted by the originating access gateway of the core
network along the signalling path and received by said termi-
nating gateway and which comprises the information ele-
ment. The terminating access gateway may then transmit a
response message including the information element with the
collected media plane access needs in an opposite direction
along the signalling path to the originating access gateway. It
may for example copy the received information element into
the response message. The terminating gateway itself may
certainly enter its own media plane access needs into the
information element before transmitting the response mes-
sage. Any enabled node along the signalling path may thus be
informed of the access needs.

In a further embodiment, the terminating gateway may
include an additional information element into the response
message so as to enable at least one of the nodes through
which the signalling path progresses to enter information
relating to their need to access media plane into the additional
information element. By means of the two information ele-
ments, nodes in the signalling path may determine whether
upstream or downstream nodes have media plane access
needs.
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Again, the information element may be configured as
described above.

Furthermore, the method may comprise any of the steps
described above which can be performed by an access gate-
way. As an example, the access gateway may determine from
the information collected with the information element
whether a shortcut in the access network is possible and
provide corresponding information to a control node of the
access network.

As the access gateway may also be considered the core
network node, it may further perform any of the steps
described above with respect to core network nodes. It may
for example reconfigure the media path of its associated
media gateway to a next node in the core network.

A further aspect of the invention provides a corresponding
access gateway of a core network adapted to set up a connec-
tion between an originating terminal and a terminating termi-
nal connecting via the same access network. The access gate-
way can be configured to perform any of the methods
described above with respect to an access gateway.

The invention further provides an electronically readable
data carrier with stored electronically readable control infor-
mation configured such that when using the data carrier in a
computer system, the control information performs any ofthe
above methods. Furthermore, a computer program product
that can be loaded into the internal memory of a computer
system is provided, said product comprising software code
portions for performing any of the above described methods
when the product is executed. The product may be provided
on a data carrier.

It should be clear that the features of the aspect and
embodiments of the present invention mentioned above and
explained further below can be used not only in the respective
combinations indicated, but also in other combinations or in
isolation without leaving the scope of the present invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other features and advantages of the
invention will become further apparent from the following
detailed description read in conjunction with the accompany-
ing drawings. In the drawings, like reference numerals refer
to like elements.

FIG. 1 schematically illustrates the connection of a origi-
nating terminal and a terminating terminal via the same
access network to a core network comprising a signalling
plane and a media plane.

FIG. 2 schematically illustrates the signalling path and
media path from an originating terminal to a terminating
terminal through an access network in form of a core network
of first operator and through a core network of a second
operator.

FIG. 3 schematically illustrates an information element
according to an embodiment of the invention and its trans-
mission on a signalling path through the core network.

FIG. 4 schematically illustrates a possible implementation
of an access network and a core network.

FIG. 5 schematically illustrates the signalling path and
media path through a core network having an originating
access gateway and a terminating access gateway.

FIGS. 6 A-6B are a flow diagram schematically illustrating
the signalling when setting up a connection in the network
architecture of FIG. 5.

FIGS. 7A-7B are a flow diagram illustrating the signalling
when setting up a connection according to an embodiment of
the present invention.
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FIG. 8 schematically illustrates a network architecture and
the generating of ring tones in an embodiment of the inven-
tion.

FIG. 9 schematically illustrates a network architecture and
the generating of ringing tones in an embodiment of the
invention.

FIG. 10 schematically illustrates a network architecture
according to an embodiment of the invention comprising a
further core network node between the originating and termi-
nating access gateways.

FIG. 11 schematically illustrates a possibility of setting up
a local shortcut.

FIG. 12 schematically illustrates signalling between an
originating and terminating access gateway in the core net-
work when setting up a local shortcut in accordance with an
embodiment of the invention.

FIG. 13 is a flow diagram illustrating a method according to
an embodiment of the invention.

FIG. 14 is a flow diagram illustrating a method according to
an embodiment of the invention which is performed at a core
network node.

FIG. 15 schematically illustrates an access gateway
according to an embodiment of the invention.

FIG. 16 schematically illustrates a core network node
according to an embodiment of the invention.

DETAILED DESCRIPTION

In the following, the invention will be explained in more
detail by referring to exemplary embodiments and to the
accompanying drawings. The illustrated embodiments relate
to techniques for establishing a connection in a mobile com-
munication network, e.g. a mobile communication network
according to the 2G (2"¢ Generation) or 3G (3" Generation)
technical specifications. However, it is to be understood that
the concepts as described herein may also be applied to other
types of mobile communication networks, e.g. WLAN (Wire-
less Local Area Network) networks, Wimax networks, LTE
(Long Term Evolution) networks, and the like.

If two terminals, e.g. user equipment (UE) such as mobile
phones, computer terminals or the like connect to a core
network via the same access network, it may be possible to
establish a shortcut on the media plane in the access network.
Such a shortcut should be in accordance with the require-
ments ofthe nodes in the regular signalling or routing path for
accessing the media plane. In some instances, for example
when read access is required, a shortcut may still be estab-
lished, e.g. by forking media contents in the access network
so that both shortcut and read access can be realized simul-
taneously. In other instances, for example when write access
to the media plane is required, it may be determined that a
shortcut is not possible. A problem is how the access gate-
way(s) in the core network determine the required media
plane access needs of nodes in the signalling path. This prob-
lem is general for all access networks that might have roaming
terminals and use a circuit switched (CS) signalling path
through the core network(s) for establishing a shortcut con-
nection between terminals connected in that network.
Embodiments of the invention solve this problem by collect-
ing the required information on media plane access needs at
the access gateways using an information element transmitted
with connection set-up signalling.

In general, access networks access the core network
through access gateways. An access network can be any type
of network, such as GSM (global system for mobile commu-
nications), UMTS (universal mobile telecommunication sys-
tem) or LTE (long term evolution) radio networks, but also
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WLAN/WIFI or “cable-tv”’ networks, core networks of other
operators (e.g. connection via an international exchange), and
the like to mention just a few examples.

The access gateway sets up the signalling path through the
core network. This is performed for controlling the connec-
tion between the terminals. The actual content exchanged
between the terminals (voice etc.) is transported over a media
path through the core network(s). This media path would
actually not be required or could be shortcut when terminals
connect via one and the same access network. The terminals
may for example reside within the same radio access network.

Shortcutting inside the access network, like LCLS (local
call local switch) in a GERAN (GSM EDGE radio access
network), can provide large benefits from both end user expe-
rience (distortion, delay etc.) and operator (assigned resource
capacity in sense of context handlers in the media gateways
and link capacity). In conventional systems, shortcutting
should however only be performed if the access gateways can
assure that none of the involved core network nodes actual
need the content passing over the media plane. Examples of
situations where this media access would be required are
lawful interception (read access), recording services (read
access) in the home network, Tone-insertion and announce-
ments (write access), etc. The access gateway does generally
not have such information available.

The solution according to an embodiment is based on the
following principle: the Originating access gateway
(O-AGW) (i.e. the gateway via which the origination terminal
To connects) includes in the set-up message through the sig-
nalling plane an information element, e.g. a registration field,
by means of which subsequent nodes through which the sig-
nalling path progresses can subscribe to the media content.
Subscribing means that the nodes indicate a need or require-
ment to access the media plane, e.g. read from or write to a
particular channel of the media path. A set-up message can be
any message that the originating gateway transmits to the
terminating gateway in the set-up process.

The Terminating access gateway (T-AGW) (i.e. the access
gateway via which the terminating terminal (Tt) connects to
the core network) returns in the response message the accu-
mulated subscriptions (e.g. by copying the information ele-
ment into the response message), which follows the opposite
route to the originating gateway. Both gateways and all nodes
inside the path have now a view on media requests. Based on
this information, it can be decided to have a short cut inside
the access network, such as a LCLS. The response message
can be any message that the terminating gateway transmits in
the set-up process after receiving the set-up message.

Note that origination and terminating gateways may be
identical or combine in one device.

Shortcutting is not necessarily prohibited when a node
would subscribe to the media content, e.g. if it only needs
READ access. The media content can in that case be forked
(copied) in the access network or at the access gateways so
that the local shortcut can still be provided. Similarly, a short-
cutmay be established even if anode in the path requires write
access. In such a case, media content of both streams (CN
stream originated at node requiring write access and shortcut
stream) may be merged, e.g. in the access network or at the
access gateways.

The access gateways can always include the information
element in the set-up message in order to determine if nodes
require the media plane. This would however not be required
in all cases as only for a percentage of all requested connec-
tions a local short cut would be possible. On the other hand,
even if it is determined that a shortcut can not be established,
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it may be possible to assign fewer resources in the media path
based in the information in the information element (IE)
which would bring benefits.

An example is the use of a global call reference (GCR)
number by the originating gateway. The terminating gateway
can then easily detect that the originating gateway is in the
same pool, or part of the network of the same operator or even
the same access gateway as the ID of the originator is part of
the GCR number. For this, the origination gateway may
always insert the information element. The terminating gate-
way may then decide not to copy the information element into
the response when detecting that shortcutting would bring no
benefits. The originating gateway and all nodes in the signal-
ling path will recognize the absence and resume normal
media plain establishment. Signalling overhead may thus be
reduced.

By always including the information element, the instances
in which the possibility of providing a shortcut of the media
path is missed can be reduced. In the core network, several
functions and services are known that can alter the B-number,
i.e. the number of the party being contacted or called. Best
known are call forwarding (like mobile to fixed, fixed to
internet telephony, mobile to internet telephony, satellite
mobile to fixed etc.) and call deflection or selection like when
calling a group number and one terminal of that group is
selected as B party (or receiving party) which is common for
business numbers. Another example is area based routing
where a country wide number is translated in the B-number of
the nearest shop or agent of the nationwide chain. And again,
the agent or shop person might have forwarded again to his
mobile because he is just making deliveries and no one is in
the shop. So the O-AGW can generally only be sure about the
whereabouts of the B-party (or called party) when he gets
back the response and from that can retrieve that the B-party
is actually in the same access network. Based on this infor-
mation and the collected access needs of the nodes along the
signalling path, a decision can be made on whether a shortcut
is possible.

A possibility of reducing the signalling traffic is to deter-
mine upfront if a shortcut is in principle possible, and trans-
mitting the information element only if the shortcut is pos-
sible, i.e. selectively.

As an example, the originating gateway could be triggered
by the access network (for example by a controller in the
access network) that a local short cut is possible. If both
terminals connect via the same access network, they will
generally connect via the same controller, e.g. via the same
base station controller (BSC), the same radio network con-
troller (RNC), the same eNodeB or the same international
exchange. The access network controller (ACN) has accord-
ingly the information available that both connect via the same
access network and can provide this information to the access
gateway.

Another possibility is that the originating access gateway
itself detects that a local short cut would be an option. An
example is illustrated with access gateways in form of two
MSC’s. Each MSC has a local repository (VLR: visitor loca-
tionregister) containing details of the terminals connected via
that MSC. An operator owning an access network might have
several MSC’s, which might be grouped in pools. Problem is
that one MSC has typically no notion of terminals connected
to the other MSCs, which reside in the same access network.
A possible solution is that the local VLR’s are in one distrib-
uted database over all MSC’s (or all MSC’s in a pool). Each
MSC has its own local part of the VLR in which it reads and
writes information. When writing information it is automati-
cally copied in broadcast to all other MSC’s for updating their
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distributed VLR database. This way, an MSC can check fora
connection to be set-up if the other terminal is present in its
own VLR or in one of the other MSC’s belonging to the same
network. The O-AGW can accordingly determine if the called
party is in the same access network.

The called parties number may also be used for detecting a
common access network. Yet it is not always possible to see if
the called party is of the same type that could be attached in
the access network. A particular problem is number porting,
e.g. where a fixed number is kept if a connection is moved
from fixed connection to internet connection.

By the above means, the originating access gateway (e.g.
MSC) can quickly detect the possibility of a Local Shortcut
and initiate the signalling procedure through the Core Net-
work(s). The terminating gateway (e.g. MSC) follows auto-
matically when it detects the presence of the information
element and returns the accumulated answer, i.e. the response
message with the information element storing the collected
media plane access needs.

For determining which option to use, the operator of the
core network may weight different factors, such as the per-
centage of calls that could have had a local shortcut (based on
both parties in the same access network), the cost/effort of
always or selective inclusion of the information element in
the connection set-up signalling, the gain by providing a
shortcut, the percentage of cases where a local short cut could
have been established in principle (i.e. as both terminals con-
nect via the same access network) but was not possible as
there was a node in the core network that required access to
the media plane after all. Most of this data can be retrieved
from call data records stored in the billing and charging
system and/or settling logs of clearing houses between opera-
tors. The operator thus has information available for deciding
whether to always or selectively include the information ele-
ment, and which criterion/option to use for selective inclu-
sion.

The information element that is transmitted with the con-
nection set-up signalling, i.e. with the set-up message or the
response message, can be implemented differently. One pos-
sibility is to obtain “accumulated” simple media plane access
requirements (or needs) in four simple flags: For two channels
of the media path (forward channel (FW) from To to Tt and
backward channel (BW) from Tt to To), the following flags
can be provided in the information element:
Need_Read_FW: yes/no
Need_Read_BW: yes/no
Need_Write_FW: yes/no
Need_Write_ BW: yes/no.

If an enabled node in the signalling path has a media plane
access need, it sets the corresponding flag to “yes” (or binary
“1” or the like). If the flag was already set by a preceding
node, it is not modified any more. Accordingly, the four flags
store the access needs of enabled nodes for the whole media
path. An advantage of such a implementation is its simplicity,
and that the information field is not growing.

A further improvement may be achieved by providing
these four flags per intermediate link between two nodes or
separately for each node. Individual shortcuts may then
become possible, such as bypassing one or more MGWs of
the nodes in the signalling path through the core network(s).
Such a list provided in the information element would
increase along the routing path and would need substantially
more information, accumulated in a dynamically growing list
of nodes.

Furthermore, a node identification field may be provided in
the information element. There may be a individual field per
node into which each enabled node enters its node identifier,
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or a single field may be provided which is overwritten by each
enabled node along the signalling path.

Based on the information collected by means of the infor-
mation element, it can not only be determined whether a local
shortcut can be established, but also an adaptation of the
media path through the core network becomes possible. As an
example, if none of the nodes along the signalling path
through the core network(s) have any access needs, the media
path may not be established at all. On the other hand, ifa node
needs write access, a full media path may be established.
Even in cases where a local shortcut is not possible can an
adaptation of the media path in the core network(s) be per-
formed, resulting in reduced media traffic and the saving of
resources. The signalling method as indicated will in the
following be further explained by means of four implemen-
tations for the Media Plane handling, denoted as Basic detec-
tion (Media Plane kept in hot stand by), Cold stand by of the
Media Plane, Reduced media path and Adaptive media
rerouting. It should be clear that further implementations or a
combination of the features of the implementations are cer-
tainly conceivable

A first implementation (hot standby) provides the access
gateways with the ability to detect during the ongoing con-
nection if an internal node requires WRITE access to the
media content by just observing the Media Plane, i.e. without
Control Plane interaction. The actual media path is fully
set-up and available even when notused. READ access which
is spontaneously required by a node in the path is not detect-
able, so this method is not fully symmetrical. Based on the
access requirements collected by the information element, it
can be determined whether media contents is to be transmit-
ted over the fully set-up media path. As it is fully set-up, the
connection can be switched over from local shortcut to the
media path through the core network efficiently, e.g. if spon-
taneous write access is detected. As mentioned above, it is
also possible to merge the media streams upon spontaneous
write access, so that the local shortcut can be maintained.

A second implementation (Cold Standby) enables the
nodes in the signalling path (outer and inner nodes) to decide
if they should provide an active link or a passive link. Passive
is defined not only for the link but also for the context man-
ager in the media gateway. Passive means that there is no
content being transmitted, only the resources are assigned. In
general this will already free substantial processing power
and link capacity.

A third implementation (reduced media path) enables the
nodes in the signalling path to actually reduce resources by
not setting up the media path further to a succeeding node
when no succeeding (or, for write access, preceding) node has
subscribed. Major advantage is the reduction in resource utili-
sation. Negative aspect is that both, the hot standby and the
cold standby are gone. Changes in the general media context
could require set-up of additional upstream media paths.

The fourth implementation (Adaptive media rerouting)
enables the nodes in the signalling path to reroute the media
path not following the original signalling path. The node will
make a direct media path connection to the next node that has
subscribed (i.e. has media plane access needs), bypassing
MGWs of nodes not having subscribed. This implementation
brings major reductions in resource utilisation and also
reduces accumulated delays through media gateway (MGW)
context managers and joining links. If the general media
context changes and would require modification to the rout-
ing, this may be dealt with by setting up shadow routing and
switching over.

An aspect for attention is that a passive media path, i.e. a
link over which no contents is transmitted, may provide some
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problems in the context managers of the MGW’s. Currently,
these will trigger disconnection when for a certain period of
time no media content is provided trough them. A possible
solution can be that media context mangers have an adapted
possibility for inhibiting this detection. This will mean that
the node has to actively remove it when the terminal to ter-
minal connection is disconnected.

Another option is the application of a heartbeat signal on
passive links. An MGW setting a passive link also introduces
aheartbeat into that link, e.g. under control of the correspond-
ing core network node. This has special advantages for the
problem of not enabled nodes in the signalling path (nodes in
the signalling path that have not been adapted for the possi-
bilities of subscribing to media streams, i.e. that are not
capable of processing the information element), as the heart-
beat signal prevents them from going to the disconnect state.

FIGS. 1 and 2 illustrate implementations of the invention in
two different scenarios. In the scenario of FIG. 1, the access
network 101 is shown in general, it may be a radio access
network (RAN) via which To and Tt connect to the core
network 102. In the scenario of FIG. 2, the access network is
a core network (CN) of a first operator via which To and Tt
connect to the core network of a second operator. For the
former, a local shortcut may be established in the RAN
whereas for the latter, a shortcut may be possible in the CN of
the first operator.

FIG. 1 shows a schematic view of a media path 150 through
the core network 102 based on a connection request of a
terminal To. Several inner nodes are involved in the media
path 150 denoted N1 to N4. These nodes may be control
nodes controlling associated media gateways. Note that the
control node and the media gateway may be implemented in
a single node or as separate nodes. The media path has typi-
cally two channels A (reference symbol 151) and B (reference
symbol 152) as seen from point of content deliverance by the
A and B party (originating and terminating terminals To and
Tt, respectively). These channels are also called “forward
channel” (A) and “backward channel” (B), seen from the call
set-up direction (=forward). Each channel is unidirectional
but a node can request to just read from it or write also into it.

The diagram differentiates between the signalling plane
105 comprising the control nodes (O-AGW, T-AGW and
N1-N4) responsible for connection setup and the provision-
ing of supplementary services and the media plane 106 (also
termed user plane). The media plane 106 comprises the media
gateways (MGW) which establish the media path on which
contents is transported in the core network 102. While in FIG.
1, the media path is schematically shown to extend from the
last MGW directly to To or Tt, it should be clear that in an
actual network architecture, the signalling path may pass
through one or more nodes in the access network such as the
access network controller (ACN), e.g. through a base station
controller (BSC) and a base transceiver station (BTS) in a
GERAN.

The Originating access gateway (O-AGW 110) initiates
the connection request with a set-up message towards the first
node N1 in the signalling path. This connection message can
be a BICC-IAM, ISUP-IAM or the like. In the set-up message
an information element, e.g. in form of a subscription flag-
byte as mentioned above, is included. In it simplest form, it
contains flags for subscribing read and write access for A and
B channels. The flags can be denoted as Ar (read access to
A-channel), Aw (write access to A-channel), Br, and Bw. A
node wanting to subscribe to the Media Plane sets one or more
flags when the set-up message is send in forward direction
along the signalling path. When a flag is already set, thus
indicating an access need to the media plane, then the node
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does not change it. The information element thus accumulates
the access needs of all enabled nodes in the signalling path. As
mentioned above, other implementations of the information
element are also conceivable.

The flag byte example is illustrated in FIG. 3, which is
similarly applicable to the scenario of FIG. 2. In the example,
the O-AWG includes the information element 200 compris-
ing the flags 201-204 in the set-up message. The O-AGW has
no access needs and accordingly does not raise any flags. By
not raising any flags, it enters the information into the infor-
mation element that it has no needs to access the media plane.
N1 receives the message and does also not set any flags. N2
sets the Ar flag 201 (as indicated by stripes), indicating a need
to read the forward channel. N3 sets the Aw flag 202 and also
wants to subscribe to Ar, but that flag 201 is already set so it
is left that way. N4 sets no flags but Ar and Aw are already set.
Arriving at the T-AGW the flag byte as assembled is copied
into the connection response message (like an ISUP-APN)
and follows the signalling path in opposite direction. If the
T-AGW has any access needs, it also enters that information
into the information element before or after copying it.

The nodes do not touch the flags anymore when the infor-
mation element is transmitted in the opposite direction, but
they can copy the accumulated result for own purposes (if
wanted). So each node in the signalling path can obtain infor-
mation on the access needs of all other nodes.

When the response message comes by, then each node sets
the MGW context and links for the media path in some
embodiments. The nodes may for example set up the A-chan-
nel when receiving the set-up message and may set-up the
B-channel when receiving the response message. By means
of the set-up and response messages, the addresses of the
receivers of the MGWs in the media path can be exchanged,
allowing the configuration of the MGW transceivers with the
receiver addresses for the respective media channel. In other
embodiments, e.g. fast track, MGW context and links may
already be set up when the set-up message is received.
Receiver addresses may then be exchanged by means of inter
node signalling, e.g. one node in the signalling path informing
an adjacent node of the receiver address of its associated
MGW. Media path setup can be accelerated in such embodi-
ments. Finally the flag byte arrives at the O-AGW. The
0-AGW and t-AGW can now decide on a short cut or inform
the access network controller that it can assign a short cut. The
final decision to establish a shortcut and the setting up of the
short cut can be made by the ACN, as it then has all the
necessary information available for making such a decision.

The above methods can be performed in an environment in
which all nodes in the signalling path in the core network are
enabled according to the invention, i.e. are capable of pro-
cessing the information element by entering their own access
needs and may further be capable of using the information
provided with the information element for configuring the
media path in accordance with an embodiment of the inven-
tion. The following options may be applied in situations in
which the absence of legacy nodes (not enabled nodes) in the
network can not be guaranteed, i.e. in which a legacy node
may be present in the signalling path through the core net-
work(s).

A legacy node not upgraded for subscribing to media may
still require access to media content, but it would not be able
to signal that. One possible solution to this problem is e.g. the
addition of an node identification (Node-ID) field to the infor-
mation element (e.g. flag byte). An enabled node overwrites
the ID field with its ID before passing it to the next node in the
signalling path. The next enabled node checks if the ID in the
1D field matches the ID of the node from which it receives the
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set-up request message (message originator 1D, same 1D as
where to send later the response to). If not matching, then a
not enabled node was in between. The node then sets all flags
(Ar, Aw, Br, Bw), irrespective of its own wish to subscribe or
what it received so far. In this way legacy nodes are treated as
if they need full access to the media plane.

Another possibility is the use of selective areas in the
connection set-up message. Some areas are copied by each
node as they contain information for all nodes in the signal-
ling path. This typically contains information as Global call
reference, charging information for CDR’s (charging data
records) etc. The information element (e.g. the flag byte) can
be provided in such an area of the connection set-up message.
Another type of area is an area that contains options. Example
is media coding, supported CAMEL etc. Nodes will typically
remove or adapt information in such an area as they do not
always support the option. The information element can be
included in such an area of the set-up and/or response mes-
sage. Entering e.g. a flag byte in such an area would cause a
legacy node to remove the flag byte as a not supported option.
The presence of the legacy node in the signalling path can thus
be detected. This method can detect legacy nodes in most
cases. In a particular example, the flag byte is masked as a
certain type of non existing media coding. If a legacy node is
present in the signalling path, the flag byte is not returned in
the response message and T-AGW, and nodes 4-1 and in the
end O-AGW will recognise that a standard media set-up may
be required and that short cutting may be infeasible.

It will be readily recognized that these methods of legacy
node detection will work similarly well with information
elements other than a flag byte, e.g. with a list comprising
separate access needs and node identifiers.

The steps of an particular embodiment of the above
described methods are illustrated in the flow diagram of FIG.
13. The originating terminal To requests a connection in step
S1. The originating gateway O-AGW 110 initiates the con-
nection request with a set-up message towards the first node
N1 in the signalling path in step S2. In the set-up message, the
originating access gateway includes a subscription flag byte
(step S3). The set-up message is transmitted through the
signalling plane, i.e. along the signalling or routing path (step
S4). Nodes in the signalling path which receive and transmit
the set-up message set one or more flags in order to subscribe
to the media plane if they have corresponding access require-
ments (step S5). The set-up message arrives at T-AGW 120 in
step S6, which enters its own access needs in step S7 and
copies the flag byte into a response message. The response
message is transmitted in the opposite direction along the
signalling path (step S8), with nodes in the path configuring
their MGWs in accordance with the received information
(step S9). The O-AGW 110 receives the connection response
message with the flag byte in step S10. The O-AGW and
T-AGW can now decide on a short cut or inform the ACN of
the access network 101 if it can assign a shortcut, e.g. by
transmitting the collected information on media plane access
requirements.

Inthe following, the configuration of the media path will be
explained in further detail with respect to FIG. 1.

The basic detection method (hot standby) will still provide
a full active media path through the core network. It is up to
the AGW’s 110 and 120 and the ACN to make use of it either
fully or not or of just one channel, i.e. to determine over which
channel media contents is transmitted. This determination is
made in accordance with the media plane access needs col-
lected with the information element. A “heart beat” signal can
be used on the Media Plane for not used channels to prevent
the MGW’s from detecting disconnect. Depending on the
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actual channel usage, a heartbeat may be send from O-AGW
to T-AGW on the A-channel 151 of the media path or from
T-AGW to O-AGW on the B-channel 152 of the media path.
As there may be not upgraded nodes (legacy nodes) in the
path, an inhibition of traffic detection in the MGW’s should
not be performed here in order to prevent a disconnect of these
nodes.

“Hot standby” has the advantage that when changes in the
general media context occur, the media path is still there and
can be used immediately with spontaneous WRITE access.
Spontaneous Read Access is more difficult to detect.

However, if the first node or any other node would sub-
scribe (e.g. N1 would subscribe to A path), the A path will
extend fully through the core network even when no other
node has subscribed. In order to minimize the usage of not
required resources, the further embodiment may be used.

A further method for configuring the media plane is the
“cold standby”. A problem is that a node knows from receiv-
ing the flag-byte that none of his predecessors in the signal-
ling path have subscribed but not if later nodes in the path will
subscribe. To solve this problem, the “forward” flag-byte (in
the set-up message from O-AGW to T-AGW) is copied to the
response message. Further, an additional information ele-
ment is included in the response message. As an example, a
“backward” flag byte can be added by the T-AGW. Nodes in
reverse path do not touch the forward flag byte, but do enter
information on their respective media plane access needs into
the backward flag byte in the same way they previously did
with the forward flag byte. In addition each node has saved a
copy of the forward flag byte as received. When the response
message arrives, the Node has now information available on
the subscription of upstream and downstream nodes and can
thus set the MGW for a media channel to active or passive.
This basically means that it will not forward media content
further upstream or downstream when no node upstream has
subscribed for write access and no node downstream has
subscribed to read access. When arriving at the O-AGW, these
two flag-bytes will be identical.

As mentioned above, in some embodiments, the initial link
setup in the MGWs is done in the signalling direction. If there
is Out-of-Band Transcoder Control Negotiation (OoBTC),
then the Media Plane is anyhow defined after the backward
APM is received. This means that for the forward channel,
settings have been made but the setting for the context man-
ager in the MGW may need to be changed. For the backward
channel this is no problem as the assignment of links is done
on arrival of the response message. In other embodiments,
both channels may be set up upon arrival of the set-up mes-
sage, so the setting for the context manager in the MGW may
need to be changed for both channels.

The action to be performed simply relates to the saved
forward and received backward flag byte. An initial setup of
the MGW can be performed upon receiving the forward flag
byte, indicating the access needs ofthe preceding nodes in the
signalling path. When the backward flag byte is received with
the response message, information on the access needs of the
succeeding nodes in the signalling path is available, so that
the connection setup can be finalized. If the information ele-
ments (here the forward and backward flag bytes) evaluated at
a node indicate that there is no need for transporting media
downstream a particular channel, the node is an end point for
the respective channel. This may for example be the case if no
nodes upstream the respective channel have a need to write to
the channel and if no nodes downstream the respective chan-
nel have a need to read the channel (if a node upstream the
channel needs write access, contents generated by that node
should be transported downstream the channel so that it may
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be merged into the shortcut media stream). It can then set the
respective MGW link to passive, as no media contents needs
to be transported on the link. It can transmit the heartbeat
signal instead.

As an example, each inner node sets the context manger in
its MGW for upstream based on the forward flag byte (trans-
mitted from O-AGW to T-AGW) and vice versa. For the B
stream it will be the saved forward flag byte indicating that
any node downstream B has subscribed to it. For the A stream
it will be the backward flag byte showing any nodes down-
stream the A channel having subscribed. In case write access
is required on any channel, a node may make use of both flag
bytes to determine if the link for that channel is set to active or
passive. If request (i.e. media plane access needs) have been
set requiring the transport of contents in a particular direction,
the media path is extended fully to the next MGW in that
direction. If not, then this MGW is an end point for the
respective channel. Content received is not further sent down.
Instead a heartbeat signal is sent down stream to keep the path
alive. Note that an MGW can be an end point for the A-chan-
nel or the B-channel or both. Each MGW is so responsible for
keeping its link downstream a particular channel to the next
MGW alive.

Note that downstream the B-channel, which runs in reverse
direction to the A-channel, corresponds to the “global”
upstream direction, i.e. the direction from T-AGW to
O-AGW.

As an example, node N2 of FIG. 1 is informed by the
forward information element that the upstream nodes N1 and
0O-AGW have no media plane access needs. By the additional
information element received with the response message, N2
is informed that downstream nodes, i.e. one of the nodes N3,
N4 and T-AGW, has read and/or write access needs for the
A-channel, and that none of these nodes requires access to the
B-channel. As downstream the A-channel, media plane
access is required, N2 controls its MGW to transmit contents
onthe A-channel link to N3. As downstream the B-channel (in
direction of N1 ), no access requirements exist, N2, sets the
B-channel link to N1 to passive, e.g. it initiates the transmis-
sion of a heartbeat signal instead of media contents. As no
node has subscribed to the B-channel, all B-channel links in
the core network 102 can be set to passive.

In the “cold standby” embodiment, resources (like links
and context managers) are still actual assigned and can not be
used for other purposes. The advantage is that they are
reserved and can be activated rather safely by the signalling
plane, i.e. by the respective control nodes. Similarly, the “Hot
Standby” also needs Signaling Plane support for READ
access.

A further embodiment, the “reduced media path”, makes it
possible to free these resources. The implementation of the
“reduced media path” is a further enhancement on the “cold
standby”. The same flag byte principle for up and down
stream can be followed. Only now, if the node detects that it
is an end point and has subscribed, it will assign a context
manager but no downstream link. Any downstream node
detecting that it is an end point and not having subscribed, i.e.
not having any media plane access requirements, will not
assign a context manager as their will not be an incoming
upstream link. And of course such a node will also not estab-
lish a downstream link.

For the B stream this can be done upon receiving the
response message. For the A stream, resources may first be
set-up (with the received set-up message) but are discarded
with the received response. A late set-up of the media path
may avoid this. In other implementations, both channels may
be set up when receiving the set-up message, and accordingly,
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links for both channels may need to be removed if there are no
access needs downstream the respective channel.

As the links are not setup, resources can be freed. When a
change in general context occurs the setting up of additional
paths may be required. In the “reduced media path” configu-
ration, the media path may extend through nodes (more pre-
cisely through their MGW’s) that have not subscribed to the
media plane. As an example, if N2 has subscribed to the
A-channel but N1 has not, the media path will still extend
through the MGW of N1 for the A-channel. This will occupy
resources (like links and context managers) that can not be
used for other purposes. With the following embodiment
(“Adaptive media routing”), those nodes may be bypassed
and media links may only be created between nodes that have
subscribed.

This embodiment uses a different information element
then the simple flag byte. Each enabled node in the signalling
path adds its flags (i.e. enters its media plane access needs)
and its node identifier (id) to a dynamically growing list. So
the connection set-up signalling is assembling a downstream
list of all enabled nodes with their subscriptions.

Like the previous implementation, the list received with the
set-up message (which only comprises the access needs of
upstream nodes) can be used to set up part of the media path
(e.g. initialize media context), while the list received with the
response message, which also includes the access require-
ments of downstream nodes, can be used to finalize the set-up
of the media path (e.g. complete the set up of media context
and links). Ifthe list indicates that there is no need to transport
media contents to the MGW of a particular node in the sig-
nalling path, the media path is set up so as to bypass this
MGW.

As an example, A-stream links may be initially set up and
may be altered when receiving the list with the response
message. In other embodiments, A and/or B-stream may be
initially set up but need to be adapted with the response
message comprising the completed list of access needs. In
order to make correct media connections, the list may com-
prise the port/gate identification of the context manager for
the different flags (or channels) in order to correctly estab-
lishing the link. Presence of the identification means having
subscribed. As multiple links are present and connecting does
not include the signalling request/response message, the glo-
bal call reference can be used to identify the correct relation.
The port/gate ID can correspond to “Global IP (internet pro-
tocol) address and UDP (user datagram protocol) Port Num-
ber” per direction.

The steps performed by a node of the core network in the
signalling path are illustrated in the flow diagram of FIG. 14.
The set-up message comprising the information element with
the list of access needs is received at the core network (CN)
node in step S20. The CN node establishes the media path
links/connections for the A-stream/channel in step S21. As
noted above, fast track or late setup of the media path is also
conceivable. The CN node enters its ID and its own media
plane access needs into the list (step S22) and forwards the
set-up message with the updated list to the next node in the
signalling path (step S23). A response message transmitted by
the T-AGW and comprising the completed list is received by
the CN node in step S24.

For the B-stream, the node performs the following steps.
When the response message arrives, the CN node will refrain
from setting context manager and down link (step S26) when
it has not subscribed (decision step S25). If it has subscribed
(step S25), it will scan the list stored from the request message
for the first node downstream that has subscribed (step S28).
Then it will setup the downlink to that ID (or modify a
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previously assigned link correspondingly) rather then follow-
ing the normal signal routing (step S29). The alternative is
that a downstream node having subscribed establishes the
connection to the first upstream node in the list that has
subscribed and uses the port/gate identification together with
the ID.

If the A stream was previously set up, the procedure is
slightly different. A node not having subscribed (decision
step S25) simply removes the context manager it has previ-
ously assigned (step S27). When it has subscribed a check is
made in the B stream assembled list of the first node upstream
that has subscribed (step S30). The connection (i.e. the media
pathlink) is then changed from the first uplink node to the first
one having subscribed (step S31) using ID and port gate
information. Also here, late set-up of the media channel
would ease this, as already established links do not need to be
modified.

The CN node finally forwards the response message with
the information element to a next node in the signalling path.
This may of course also be performed at an earlier stage in the
method, e.g. directly after receiving the response message.

Whereas the description of the above embodiment com-
prises the setting up of the A-channel with the set-up message
and the B-channel with the response message, the explana-
tions are similarly applicable to a fast track setup of the media
path. Both the A-channel and B-channel links established
with the set-up message may then be removed (steps S26 or
S27) or adapted (Steps S29 and S31) in accordance with the
media plane access needs in the list received with the infor-
mation element of the response message.

With respect to FIG. 1, if N2 has access needs and the list
indicates that N1 does not have any access needs, then N2 sets
up the media path link of its associated MGW directly to the
MGW of the O-AGW. The media path thus bypasses the
MGW of N1.

In some embodiments, an MGW is only bypassed if there
are no access needs for any of the A and B channels, i.e. an
MGW is not bypassed only for the A or the B-channel. The
media path is thus the same for the A-channel and the B-chan-
nel. Other embodiments in which the A and B channel may
take different paths are also conceivable.

Legacy node in the signalling path may be dealt with as
follows. Like in previously described implementations, the
first downstream enabled node detects the presence of at least
one non enabled node, from which it receives the set-up
message. As a matter of precaution, the enabled node sub-
scribes to both streams so it can provide/receive media con-
tent of both channels to/from the non enabled node. The node
preceding the legacy node (in downstream direction) may
similarly fully subscribe to all channels. This way, two
enabled nodes will create a normal path through one or a
series of non enabled nodes, the path having an enabled node
at each end (i.e. the media path is created through the MGWs
of these nodes). Nodes having subscribed for this purpose
remember this and do not apply rerouting, but establish con-
nections (i.e. media path links) as usual to the adjacent non
enabled node.

Enabled nodes in the signalling path may be informed of
the presence of a legacy node in the path as follows. The node
(e.g. N3 of FIG. 1) detecting the legacy node (e.g. N2), for
example by noticing that the legacy node N2 has not entered
any information into the list of access needs, may enter this
information into the list. When the response message arrives
at the node N1 preceding the legacy node N2 in downstream
direction (i.e. the node from which the legacy node receives
the set-up message), it can determine from the list in the
response message that the next downstream node N2 is a
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legacy node and establish the full media path links to this
node. Nodes further upstream also receive the response mes-
sage and recognize that N1 requires full media plane access as
it connects to the legacy node N2. Accordingly, the media
path will be established between the next upstream node
which has subscribed, and then through N1 to N2 and to N3.
From there, the media path continues in accordance the adap-
tive routing scheme. It should be noted that the connections
between nodes mentioned above refer to media links between
the respective associated media gateways.

With the adaptive media routing, the MGWs of nodes not
requiring media plane access can be bypassed, leading to a
reduction in traffic and required resources. Note that the adap-
tive media rerouting may also be performed if the information
collected with the information element indicates that a local
shortcut is not possible, e.g. if nodes in the signalling path
have write access requirements.

The adaptive routing is also possible in case both terminals
are not in the same access network. Adaptive routing is there-
fore a very powertul method of optimizing a media path. Any
node in the signalling path can act as O-AGW or T-AGW and
can include an information element in a set-up or response
message that is forwarded by the respective node. Nodes in
the signalling path capable of processing the information
element can thus make use of it in any of the above described
manners in order to set-up the media path.

As an example, the injection of the information element
can be done by the Terminating AGW albeit the response
message is not generated by that gateway, but only forwarded.
It can enter an information element copied from a previously
received set-up message into a response message passing by
and not comprising the information element. Similarly, a
node in the path that is not the O-AGW can act as an O-AGW
by including the information element into a set-up message
which passes by and which does not already comprise such an
element.

Basically any node in the signalling path that detects in the
set-up message that the information element is not present
can inject it, like any node that sees in the response message
no returned information element may insert his local stored
copy from the set-up message. This means that also parts or
sections in a network, e.g. a chain of nodes of the signalling
path, can make use of the information element for optimizing
media path.

FIG. 2 illustrates a different scenario in which the access
network is a core network of a first operator, in which a local
shortcut may be possible. The explanations given above simi-
larly apply to the scenario of FIG. 2, with the nodes of core
network 102 performing the above methods.

The scenario of FIG. 2 can illustrates a call forwarding over
aborder. The calling party (or A party) with the terminal To is
roaming in the network of operator 1 (i.e. access network
101). To can connect via a radio access network (not shown)
to access network 101. Traffic over the border between the
network of operator 1 and of operator 2 is established by
means of an international gateway exchange (IGEX) on each
side of the border. The IGEX in the access network functions
as a access network controller and may establish a shortcut of
the media path between To and Tt, both of which also connect
via the access network 101. The IGEX in the core network
functions as a combined O/T-AGW and O/T-MGW. For
operator 2 the network of operator 1 is seen as an access
network. Operator 1 could also be an internet telephony
operator, and the IGEX may then be an IGW (Internet Gate-
way).

In the example of FIG. 2, the terminal To calls the party Ti,
the home network of which is the core network 102. In node
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N2, a call forwarding to Tt for calls received for Ti is pro-
vided. The media path is thus established through core net-
work 102 back into access network 101, and from there to Tt.
The above methods, e.g. regarding the collection of access
requirements of nodes in the routing path and the configura-
tion of the media plane may thus similarly be performed in
core network 102.

If the forwarding node N2 makes an announcement
towards To that his call is forwarded then that voice message
uses the return media path to To. It is thus advantageous to
already set up the full media path (fast track). N2 may need
interactive input of To for call forwarding, e.g. if To will
accept additional charges of the forwarding leg of the call.
Core network services generally benefit from a full duplex
media path established to the Originating terminal. To sup-
port faster set-up and thus enable interactive services, the
down stream node receiving a set-up can directly contact his
immediate upstream node and inform it of his media receiv-
ers, and possibly available coding means for the contents on
the media channel (inter node signalling). The full media path
can thus be established at call setup.

In general, it is possible that a node needs read/write in the
set-up phase and does not need it when the call is established.
The node can enter its access needs into the information
element (e.g. the flag byte or flag list) when the set-up mes-
sage leaves the node (so the service has already been applied).
The entering of information corresponding to the situation
when the message enters the node can thus be avoided.

An even more complex case is what is called back to back
service. An example is a collect calling. The call is not set-up
to the Tt terminal but the call first ends at the service leg To-S,
the service then calls the Tt and asks for acceptance of the
charges. If Tt accepts then the service joins the To-S and S-Tt
legs of the call to one path To-Tt in which a shortcut could be
applied.

A persons skilled in the art will know how to modify and
adapt the above basic teachings to such specific cases.

FIG. 15 shows a schematic block diagram of an access
gateway according to an embodiment of the invention, which
can be used in any of the above configurations. The access
gateway 300 can be configured to perform any of the above
method steps described herein with respect to any type of
access gateway. The access gateway controls an associated
media gateway viathe MGW interface 305, e.g. for setting up
a media path through the core network. It may thus also
perform any of the steps mentioned herein with respect to the
establishment of the media path. The access gateway 300
further comprises an interface 303 towards an access net-
work, in particular towards a control node of such a network.
examples include an interface towards a base station control-
ler, a radio network controller or an eNodeB of a radio access
network or an interface towards a gateway of another core
network, e.g. towards an IGEX of another operators network.

Access gateway 300 further comprises the core network
interface 304 towards nodes in the core network. It may for
example interface another access gateway in the core network
or any other control nodes of the core network controlling
media gateways. It may also interface any other types of
nodes as known in the art, such as a VLR or the like.

Transmitting/receiving unit 302 of access gateway 300
transmits and receives connection set-up signalling and other
types of signalling over the interfaces, e.g. control signalling
towards the MGW via interface 305. Processing unit 301 is
adapted to control the operation of access gateway 300 for
performing the method steps mentioned herein. In particular,
it can include the information element in a set-up message or
response message to be transmitted via interface 304 and it
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may retrieve an information element from such received con-
nection set-up signalling and provide the collected informa-
tion for a determination whether a shortcut can be established.
It may itself evaluate the information. It further controls its
MGW in accordance with the retrieved information for estab-
lishing the media path, as outlined above.

The core network (CN) node 400 illustrated in the sche-
matic block diagram of FIG. 16 is similarly configured with
an interface 403 towards core network nodes and an interface
404 towards the associated media gateway. Transmitting/re-
ceiving unit 402 transmits and receives connection set-up
signalling and control signalling via the interfaces 403 and
404, respectively. Processing unit 401 is adapted to control
the CN node 400, e.g. by letting the node perform any of the
method steps mentioned herein with respect to core network
nodes. In particular it can extract and store an information
element from received connection set-up signalling, enter its
own media plane access needs into such an information ele-
ment and forward connection set-up signalling including the
information element via interface 403 to other CN nodes. It
may further configure the media path through its associated
MGW by control signalling on interface 404 according to any
of the above embodiments and implementations.

In the following, specific examples of possible implemen-
tations of the invention are described. It should be clear that
the explanations given above can be applied to the more
specific implementations described hereinafter.

An example architecture comprises terminals in form of
mobile phones, access networks in form of radio access net-
works (RANs) and access gateways in form of mobile switch-
ing centers (MSCs). In general, a scenario for mobile-to-
mobile calls can include an originating Radio Access
Network (0RAN: it originates the call), an originating Core
Network (0CN: with one, two, three or more MSCs and one or
several MGWs), maybe a Transit Network (TN: any com-
plexity), a terminating Core Network (tCN: as in oCN) and a
terminating Radio Access Network (tRAN). For providing a
local shortcut in the access network, oRAN and tRAN should
be identical, they should at least allow the Local Shortcut.
oRAN and tRAN may be logically different and may be
controlled by different network operators who share the same
physical RAN. In many cases only one MSC and only one
MGW will be present, but the method can be applied to any
number of nodes in the path. The method also has the capa-
bility to work with more than one Core Network and with any
number of Transit Networks in the path (provided they are all
upgraded to work according to an embodiment of the inven-
tion).

The first problem to be solved is to identify that the two
radio legs (the one from the originating Mobile and the one to
the terminating mobile) belong together to one call. Other-
wise, no local shortcut is allowed. This problem can be solved
by using a unique Call Identifier that is passed along the
routing path from originating side to terminating side.
According to an aspect, it is possible to route the call in any
arbitrary way on this globe and therefore a true “global” Call
Identifier is used. The “Global Call Reference” existing
already in 3GPP may be reused for this purpose.

Furthermore, it is negotiated along the call routing path that
any node in the path allows the local shortcut. If a single node
within the routing path is not agreeing to the local shortcut
(either because it really has needs to access the User Plane
(i.e. Media plane) or because it just does not understand the
new procedure), then the Local Shortcut may not be estab-
lished.
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In the present implementation, several flavours of a Local
Shortcut are differentiated, combined with the different
access needs within the Core Network:

a) the call is directly shortcut and the User Plane through
the Core Network is not at all present. Then no access to the
User Plane is possible, no Supplementary Services are pos-
sible—unless the Shortcut is broken and the normal User
Plane is established. This version has substantial improve-
ments in terms of User Perception (high quality, low delay)
and operational costs. This type of shortcut may be used in
most calls and most of the time.

b) the call is directly shortcut, but the User Plane data are
still copied in uplink (e.g. forked), such that any node in the
routing path can read the User Plane data. Subversions of this
“read” functionality are that either the originating side uplink
is copied or the terminating side uplink is copied or both are
copied. Media contents can thus be transmitted on one or both
channels of the media path through the core network(s),
depending on the access needs of nodes in the path.

¢) the call is directly shortcut, but any node in the routing
path can write to the User Plane and these data are send to the
mobile. Subversions of this “write” functionality include
writing towards the originating Mobile or towards the termi-
nating mobile or to both. During this writing time, the Local
Shortcut is broken to feed the written data to the mobile.

The solution according to the present implementation can
allow controlling all these cases with rather efficient means.
At call setup, the first originating MSC (oMSC) generates the
“Global Call Reference” (GCR) and an Information Element
called in this implementation ‘“Need_Read_Need_Write”
(NRNW), which comprises four binary flags:

a) Need_Read_Forward: 0: No, 1: Yes
b) Need_Read_Backward: 0: No, 1: Yes
¢) Need_Write_Forward: 0: No, 1: Yes
d) Need_Write_Backward: 0: No, 1: Yes

The oMSC sets these four flags within the NRNW accord-
ing to its needs; default is: all four flags are set to “no”, which
maps to the binary “0” value. The oMSC sends the GCR and
the NRNW forward to the next call routing node, i.e. the next
node in the signalling path. This node (any node in the path)
may modify these four flags according to its needs: The nodes
are configured to never reset a flag from Yes to No. They may
raise any flag from No to Yes.

The potentially modified NRNW is send forward along the
routing path to the next node, until it reaches the tMSC, which
may also raise one or all flags to Yes (same rules). At the end,
these four flags represent the logical OR function of access
needs of all the nodes along the path. In general the NRNW is
send backward along the routing path; this time no modifica-
tion is allowed. At the end, all Call Control Nodes in the path
know the status of the User Plane access needs, i.e. whether
read access or write access is wanted/possible and in which
direction (forward or backward).

The tMSC (and potentially also the oMSC) inform(s) the
associated tRAN (and oRAN) accordingly. In one possible
case, all flags are setto “yes” and the Local Shortcut is totally
prohibited. In the best case, all flags are set to “No” and the
Local Shortcut is totally unrestricted. All variants in between
are possible.

During the call, the needs in any of these nodes may change
and they may send a new Message in forward and/or back-
ward direction to update the NRN'W Flags. The oRAN and/or
tRAN are then informed and the Local Shortcut may need to
be modified (Partly or totally allowed or prohibited).

The Information Element (here NRNW) allows in the
present implementation the controlling of all possible sce-
narios for the Local Shortcut and the Supplementary Services
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at call setup with efficient means. For the modifications dur-
ing the call, the same Information Element NRNW may be
send within an existing Message or a new Message. The
change between any variant of the Local Shortcut can be
possible at any time.

In the following, an even more specific implementation of
the above teachings is described with respect to FIGS. 4-12.
The implementation relates to a 2G or 3G network, and in
particular to providing a local shortcut in an GERAN access
network. The access network is provided in form of a base
station subsystem (BSS), which may comprise a access net-
work controller in form of a base station controller (BSC) and
one ore more base transceiver stations (BTS) communicating
with terminals within their range.

To avoid impacts to the support of various kinds of supple-
mentary services (e.g., Multiparty Call, Explicit Call Trans-
fer, etc.), and the support of Lawful Interception procedures,
not only the BSS (base station subsystem), but also the access
gateway, e.g. an MSC, can be involved in the establishment/
release of the local shortcut (also called local switch in the
following, or LCLS). In the present implementation of local
switching, i.e. of providing a local shortcut in the access
network, the BSS correlates the two legs of the call, i.e. it
needs to know who is talking to whom. This information is
provided by the MSC.

Local Call Local Switching (LCLS) may have major
impacts on the core network regarding allocation of resources
on the MGW, potential procedures for MGW removal/inser-
tion, binding into supplementary service control within the
core network (e.g. MPTY), Lawful Intercept procedures
within the Core Network, Handover procedures, interaction
with MSC-S pooling, etc, as mentioned above. The present
implementation for local call local switch aims at keeping the
core network impact to a minimum, e.g. the impact on the
nodal functions, existing call flows, call establishment and
call release.

In the following, all nodes on the “originating side” are
marked with a preceding lowercase “0”, like oMS, oRAN,
oMSC, oMGW. All nodes on the “terminating side” are
marked with a preceding lowercase “t”, like tMS, tRAN,
tMSC, tMGW, etc. The same nomenclature applies for all
links, messages and procedures, where applicable, like o A(-
Interface), oAssignment-Request, etc. The direction of the

call setup signaling is called “forward”:
oMS=>0RAN=>0MSC=>tMSC=>tRAN=>tMS. The oppo-
site direction is called “backward”:

0MS<=0RAN<=0MSC<=tMSC<=tRAN<=tMS.

FIG. 4 shows a Reference Architecture for the present
implementation. It highlights only the main nodes and inter-
faces and differentiates between “originating” nodes and
interfaces (0MS, oBTS, oMSC, 0Abis, 0A) and “terminat-
ing” nodes and interfaces (tMSC, tBTS, tMS, tAbis, tA). It
also includes an Intermediate MSC and MGW (iMSC,
iMGW), which may be a (G)MSC (gateway MSC) or other
intermediate CN control node and its MGW. BSC, oBTS and
tBTS are in the access network, here a RAN. The access
gateways oMSC and tMSC and the CN node iMSC are in the
core network. The BSC is an access network control node.

The “active” User Plane path (or media path) is shown with
a solid line for the case that Local Switching is provided
between two BTSes, while the “inactive” User Plane path, i.e.
the two Abis-links, the two A-links and the links within the
Core Network are not carrying traffic and are therefore
marked with dashed lines. The Control Plane (or signalling
plane) is shown in a dotted line. Based on this Reference
Architecture various call scenarios may be conceived, e.g.
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with the simplest scenario including just one BTS and one
MSC, or a complex scenario including two different BTSes
and more than two MSCs.

The following features may be provided for local call local
switch: The local call local switch can be made transparent to
the end user; The local call local switch may only be consid-
ered for CS voice call; The local call local switch may not
hinder any supplementary services; Lawful Interception can
be supported; The impact on the core network should be kept
minimal, e.g. the impacts on the existing call flows, call
establishment and call release; The MSC in Pool can be
supported.

FIG. 5 shows the network architecture for this basic call
scenario. Only major signalling links are shown with dashed
lines, the User Plane (i.e. media plane) is shown in solid lines.
The call scenario here assumes that the “Early Assignment”
option is used on both radio interfaces to achieve best possible
user perception at call setup. “Late Assignment” is discussed
further below.

When the originating User (oUser) triggers the call setup,
the oMSC interrogates the HLR (home location register) and
finds tUser registered in tMSC. The routing continues to and
in tMSC; tMS is paged. Once tMS has responded, the speech
path is setup by oMSC sending oAssignment-Request and
tMSC sending tAssignment-Request and both MSCs allocat-
ing all necessary resources in oMGW, tMGW and between
the nodes. The setup of these radio resources takes a consid-
erable time and that’s one reason for “Early Assignment”.
Finally, when the User Plane is setup and ready for traffic,
tMS triggers the “Ringing tone” to alert the tUser and informs
the CN with an “Alerting” message. At that time tMGW starts
to generate on command of tMSC the “Ring-back tone”,
which is sent backwards through the User Plane down to
oMS. Now tUser hears the Ringing tone and oUser hears the
Ring-back tone, until tUser accepts the call or oUser termi-
nates the call attempt or another event happens.

FIG. 5 shows the active User Plane and where it is still
disconnected during the Ringing phase. Without the interrup-
tions in the speech path (i.e. media path)}—within o MGW and
within tMGW—the Network could not prevent that modified
mobile terminals could setup a one-way or even two-way
communication between the Users without accepting the call,
i.e. without paying for the communication. Fraud would be
possible.

FIG. 6 illustrates the typical Call Flow for this MS-to-MS
call with two MSCs with exemplary timings, without LCLS.
The OoBTC (Out of Band Transcoder Control) negotiation in
this example here is based on BICC (Bearer Independent Call
Control); SIP-I (Session Initiation Protocol) would be
another valid alternative. Typically, tUser accepts after he
hears the ringing, finds his mobile and decides that the call is
interesting enough. This may take a considerable time; a
considerable amount of calls are never answered.

Note that in the present implementation, the User Plane is
already setup and especially the Abis-Interfaces are carrying
active traffic, because “Early Assignment” is assumed. So
0Abis- and tAbis-Resources are already in use, although User
to User communication is still not possible. Now, tUser has
accepted the call. tMS informs first of all tMSC by the “Con-
nect” message. Then tMS stops the Ringing Tone, informs
tUser with a display message “Connected”. tMSC informs
tIMGW; tMGW stops the Ring-back tone and through-con-
nects the User plane both ways. tMSC forwards the “Con-
nect” message to oMSC. oMSC informs oMGW; oMGW
through-connects the User plane both ways. oMSC forwards
the “Connect” message to oMS; oMS informs oUser with a
display message “Connected”. The call is now set up, and the
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users can communicate in both directions. These “Connect”
signalling messages backward from tMS to oMS and verti-
cally to the MGWs (control plane) are in a “race condition”
with the User Plane signal from tMS to oMS. If the Control
Plane signalling is a bit slow, then the first utterances of tUser
are still blocked by tMGW and are lost, i.e. not heard by
oUser. Typically the signalling within the Core Network part
of'the Control Plane and within the landline part of the BSS is
fast and “fortunately” the tMGW is reached quite quickly.
The User Plane across the radio legs is already setup and is
working (“Early Assignment”). There is no further bottleneck
in the User Plane and through-connection is quick and com-
fortable for the Users.

In the following, an LCLS implementation with two MSCs
as access nodes is described. The implementation provides a
local shortcut under the following conditions. Only if 0BSS
plus oMSC plus tMSC plus tBSS indicate support and accep-
tance for LCLS, and if oBSS is identical to tBSS, and if both
call legs are identified by the BSS as belonging to one call,
then LCLS is provided in this call scenario.

Existing Architecture and Signalling Rel-8 is assumed
here, i.e. AoIP-support on the A-Interface Control Plane and
OoBTC/BICC or OoBTC/SIP-I on the Nc Interface and the
corresponding MGW-Control Signalling on Mc. The oMSC
gets in the “Complete Layer 3 Message” the capabilities of
the oBSS in “Call Setup Request” per call leg. The tMSC gets
in the “Complete Layer 3 Message” the capabilities of the
tBSS in “Paging Response” per call leg. The signalling over-
head within the CN may be minimized by the BSS informing
the CN as early as possible about its capabilities regarding
LCLS. The other direction, CN to BSS, seems less critical.
These considerations and several options are discussed in
detail further below.

The example call setup is described with respect to FIGS.
7A-7B. It assumes that the BSSes signal their LCLS-Capa-
bilites to the MSCs in both Complete Layer 3 (CL3)mes-
sages; The MSCs exchange a “Global Call Reference” within
the Core Network to identify the call in all nodes. The MSCs
exchange a “LLCL.S-Negotiation”, e.g. in form of an informa-
tion element, within the Core Network to check if LCLS is
feasible. The MSCs send this Global Call Reference and the
LCLS-Neg result to the BSS in both Assignment Requests.
The (t)BSS correlates the call legs and reports LCLS status in
tAssignment Acknowledge to tMSC and the (0)BSS sends a
new Message “LCLS-Notification” to oMSC at the same
time. The MSCs inform the BSSes with a new Message
“A-Connect” to through-connect the User Plane in LCLS.
The MSCs inform the MGWs that no User Plane traffic is to
be expected.

An Information Flement is provided, both on the A-Inter-
face and the Nec-Interface. Some new Messages are provided
on the A-Interface. They are marked by a gray shaded back-
round in the example Call Flow of FIGS. 7A-7B. For this
MS-to-MS call with two MSCs, FIGS. 7A-7B illustrate one
potential LCLS solution for the case that LCLS is feasible.
The OoBTC negotiation in this example here is again based
on BICC.

Since the early days of GSM, the “Late Assignment” and
the “MS-generated Ring-back tones” are valid options. Since
no User Plane may exist during the Ringing phase, if Late
Assignment is applied, the originating MS can generate the
Ring-back tone locally. The Core Network informs the MS
accordingly by the “Progress Indicator” IE within the
“ALERTING” message (for details see 3GPP TS 23.108 and
TS 24.008). Late Assignment has several drawbacks and is
not widely deployed, see below. Instead Early Assignment is
used and then—when the User Plane is already established—
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the generation of the Ring-back tone occurs at the terminating
network side. The User Plane through the Core Network and
through the originating BSS is used to transport the Ring-
Back tone to the originating MS. The terminating MGW may
generate quite different ring-back tones (for example to iden-
tify the network/country, etc), also user-specific ones (Cust-
omised Alerting Tone feature requires this) and that makes
this option attractive.

This, however, means that the originating Radio-, Abis, A-
and Nb-interface User Plane is needed and no saving can be
achieved during the Ringing phase. In the context of LCLS
this means: even if LCLS is possible later, after the ringing
phase, the Abis resources are needed for a considerable
amount of time and the cost saving efficiency of LCLS is quite
reduced.

It is therefore proposed in the present implementation of
LCLS to consider using Early Assignment with MS-gener-
ated Ring-back tones for improving the savings. The variance
of Ring-back tones may be rather limited (that can be MS-
implementation dependent and could be improved), but the
User Plane resources can be saved during the ringing phase
until CONNECT/Answer.

FIG. 8 shows the User Plane during the Ringing phase,
where Early Assignment is used to establish the Radio inter-
faces. In this example the Abis-, A- and Nb-interfaces are
marked in grey colour, because they are not needed in this
stage.

The signalling for call setup with Late Assignment can be
at the beginning identical to the signalling with Early Assign-
ment—up to the point when the tMS is found and has
responded, the Selected Codec (SC) and the Preferred termi-
nating RAN Codec (tRanC) are determined and the SC
reported to oMSC. The following description assumes that
the feature local Ring-back tone in oMS is applied. In case of
Early Assignment, the radio and terrestrial resources are then
allocated on both call legs. In case of Late Assignment no
resources are allocated at this point in time in the BSSes, but
immediately the Ringing is triggered in tMS and the local
Ring-back tone in oMS. No User Plane traffic is seen, until
tUser accepts the call. FIG. 9 indicates this with grey-shaded
arrows on radio-, Abis- and A-links. The Nb-links through the
CN are allocated, but in fact no traffic is flowing and in case of
a packet-switched CN, no load is generated.

Typically tUser accepts after he hears the Ringing, finds his
mobile and decides that the call is interesting enough. This
may take a considerable time; a considerable amount of calls
are never answered. No User Plane costs are generated up to
this point. Now, tUser has accepted the call. tMS informs first
of all tMSC by the “Connect” message. Then tMS stops the
Ringing Tone, informs tUser with a display message “Con-
nected”, which is rather early. tMSC sends Assignment-Re-
questto tBSS; the tRadio-leg is set up in the background, then
tMSC informs tMGW; tMSC forwards the “Connect” mes-
sage to oMSC. oMSC sends Assignment-Request to 0BSS;
the oRadio-leg is set up in the background, then oMSC
informs oMGW; oMSC forwards the “Connect” message to
oMS; oMS informs oUser with a display message “Con-
nected”. The call is now set up, the users can communicate in
both directions.

These “Connect” signalling messages backward from tMS
to oMS and “southbound” to the MGWs are again (as in Early
Assignment) in a “race condition” with the User Plane signal
from tMS to oMS. But this time, tUser starts talking typically
much earlier than the User Plane is setup and a substantial part
ot his first utterances can be lost. In a non-negligible portion
of calls, the User Plane can not be established and the call
attempt ends with failure. The User experience from real
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networks is may thus be negative. The operator has a substan-
tial cost advantage, but the User dissatisfaction may be too
strong to be leveraged by the savings.

To over come the disadvantages of Late Assignment, but
still preserve as much as possible the positive effect a new
mode is proposed here, called “Early Assignment—I ate Abis
Activation” or just in short “Late Abis Activation”. The sig-
nalling for call setup with Early Assignment—Late Abis Acti-
vation is very similar and in most parts identical to the sig-
nalling with legacy Early Assignment. The radio resources
are allocated on both call legs. To achieve Late Abis Activa-
tion the MSCs informs the BSS in Assignment-Request by a
new information element (IE) (or even just a flag within the
LCLS-Preference IE) that (still) no User Plane traffic is nec-
essary. It is then up to the implementation within the BSS,
how much User Plane saving is actually achieved.

In an All-IP transport plane, no IP traffic is seen and the
statistical multiplexing gain is high, both inside the BSS and
on the AoIP-links. No Transcoder resources are needed. In a
TDM (Time Division Multiplexing) based transport plane, it
is up to the BSS to allocate—or not—the Abis-links. It is also
up to the BSS to allocate Transcoder resources—or not.
Finally, the “Connect” message arrives from tMS to tMSC
and oMSC. Then tBSS and oBSS are informed by the new
“A-CONNECT” message on the A-Interface and the BSS
User Plane is established, either with Local Switching, or
with the User Plane through the Core Network. This User
Plane establishment may only concern the landline parts of
the BSS, the radio interface is already up and running and so
the User Experience may not be different to the one with
legacy Early Assignment. The signalling for LCLS may be
designed in such a way that Late Abis Activation is supported
with minimum effort. Late Abis Activation may also be appli-
cable to calls where LCLS is not feasible.

FIG. 10 shows the network architecture for one example
call scenario with three MSCs in the path. Only important
signalling links are shown with dashed lines, the User Plane is
shown in solid lines. In this example, a configuration is
deployed for improving resource saving in both RANs: MS-
generated Ring-back tone and Late Abis Activation. No
announcements or other network-generated User Plane sig-
nals are used.

A number of call scenarios can occur to create multiple
MSCs in the call chain, such as the call being routed to a
subscriber who has user determined supplementary services
active, “call forward on user determined busy”, “call forward
on no reply” etc. The call may be routed to a subscriber of
another operator, who has roamed into the callers PLMN
(Public Land Mobile Network) and BSS Serving Area.

In the following example the call is assumed to be for-
warded to a third mobile (tMS2). When oUser triggers the call
setup towards tMS1, oMSC interrogates the HLR (Home
Location Register) and finds tMS1 registered in iMSC. The
routing continues to iMSC, the call is paged and “BUSY”
indication is returned. In this example iMSC detects that the
call is forwarded to another mobile number, tMS1 , which is
registered in tMSC. The routing continues to tMSC and now
tMS2 is paged. Once tMS2 has responded, the speech path is
setup by oMSC sending oAssignment-Request and tMSC
sending tAssignment-Request and both outer MSCs allocat-
ing all necessary resources in oMGW, tMGW and between
the nodes. iMSC is involved (or associated) with iIMGW. It
has to be noted that iMSC and iMGW have no direct com-
munication with the RANs and influence on LCLS must
happen through the outer MSCs. Due to this fact, use is made
of the proposed “LCLS-Negotiation” through the Core Net-
work as already discussed in the previous call scenario with
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two MSCs. Only if the iMSC understands (i.e. is an enabled
node) and agrees to LCLS, the LCLS is offered to the RANs
in the present implementation. This case is assumed in the
following, e.g. the iMSC does not need to access the User
Plane.

Again the setup of the radio resources takes a considerable
time. Both outer MSCs indicate to both RANs that Abis-
Activation is still suppressed (Late Abis Activation). The
Global Call Reference is passed down together with the
LCLS-Preference to both RANs. Finally, when the User
Plane is setup within the CN and on Radio, the Ringing tone
within tMS2 is started and oM SC triggers the local Ring-back
tone within oMS. The User Plane on the A-Interfaces and
through the Core Network may be setup in this example, the
MGWs block the User Traffic, but need not to generate any
messages or tones. RAN resources (Abis-, TRAU, . . . ) may
thus be saved. When finally tUser2 answers the call, the
message flow and call setup continues as in the example with
two MSCs, the inner iMSC is just passing the CN signalling.
The iMSC remains in the call path during the whole commu-
nication. Since the User Plane is locally switched (local short-
cut) in this example within the RAN and this is confirmed by
the LCLS-Status Notification (see above), there will be no
User Plane traffic through the Core Network. All MGWs may
be informed. This may occur according to any of the above
mentioned methods.

In the following, a particular implementation making use
of'a GERAN access network is described. The implementa-
tion makes use of the following assumptions and consider-
ations.

Local Switching reuses existing (Rel-8) Procedures, Mes-
sages and Information Elements on the A-Interface as far as
possible to keep the impacts small. Local Switching reuses
the existing (Rel-8) Architecture Split between BSS and CN
as far as possible. One common Local Switching solution
supports AoTDM and AoIP and all combinations of them.
Local Switching is applicable within a single BTS, but pos-
sibly also between BTSes. The implementation supports on
the A-Interface all kinds of Local Switching within a BSS.
The MSC may, however, not know beforehand—without
BSS signalling—whether or not Local Switching is possible,
therefore the final decision whether to establish Local
Switching or not is performed by the BSS. Whether proce-
dures and messages on the A-interface for Local Switching
will be performed independently on the two legs of the call is
up to the particular realization. The Local Switching is estab-
lished by the BSS by internal means, but only if it got per-
mission from the MSC(s) to do so. If the BSS receives sig-
nalling that for one radio leg Loocal Switching is not or no
longer possible, then the BSS does not establish Local
Switching or breaks an established Local Switch.

The MSC(s) are responsible to bind the two radio legs
together by appropriate means and finally submitting this to
the BSS to allow seeing the correlation. Local Switching does
not involve (has no need for) transcoding between the radio
legs, i.e. there is no need for Transcoders in BSS. Transmis-
sion of in-band user plane information (ring-back tone at call
setup and mid-call in-band announcements) from the Core
Network is supported. Local Switching is sometimes not
possible, or needs to be released, e.g. if a Supplementary
Service (Multi Party Conference, Announcement, etc) is nec-
essary. The MSC controls this. If certain supplementary ser-
vices for an ongoing call are necessary, implying that the User
Plane through the Core Network needs to be (re)established,
the Local Switching may be broken by the MSC(s) after
negotiation with the BSS. Inter-BSS Handover is possible,
leading to a break or an establishment of Local Switching.



US 9,060,350 B2

33

Inter-MSC Handover is possible, leading to a break or an
establishment of Local Switching. Inter-System Handover
(e.g. 2G<=>3@) is possible, leading to a break or an estab-
lishment of Local Switching.

If AoTDM is used, it the TDM circuit of the A-Interface
may be released while the Local Switching is established in
the BSS (and after the BSS has informed the MSC). If AoIP is
used, the IP link on the A-Interface may be released while the
Local Switching is established in the BSS (and after the BSS
has informed the MSC). In any case, user plane transmission
on the A-interface can be suspended while the Local Switch-
ing is established (even if the IP endpoint on the BSS and
MGW sides are not released), making bandwidth saving on
the AolP interface possible. Both sides, BSS and/or MSC(s),
are allowed to break the Local Switch any time, if needed. If
the Local Switch has to be broken, this needs to be negotiated
between BSS and MSC(s). The Codec Type and/or Codec
Configuration may be changed by the BSS autonomously
after the Local Switch is established, provided that same or
compatible Codec Type and/or Codec Configuration are used
on the two legs of the call. However, the MSC(s) is (are)
informed after the change. One possible exception is when
the AoIP with TC in MGW option is being used: this may
trigger the BSS-internal HO procedure and/or this may
release the Local Switching. Note that only Codec Types and
Codec Configurations provided by the MSC(s) to both radio
legs may be used. If two incompatible Codec Types and/or
Codec Configurations are to be used on the two legs of the
call, the Local Switching is released beforehand, i.e. this kind
of handover is not allowed while local Switching is estab-
lished.

Intra-BSS handovers may be performed by the BSS
autonomously after the Local Switch is established. The
MSC(s) is (are) informed after the Handover about all
changed parameters (Cell ID, Codec Type, whatever). Trans-
mission of DTMF tones is supported. Charging aspects aris-
ing from Local Switching (if any) are considered in the stan-
dard.

The implementation makes use of the following consider-
ations for the core network (CN). Any number of MSCs may
be in the signalling path, and therefore, impacts to the Nc
interface are considered. Core networks components (MSC-
Servers and MGW’s) owned by different operators can be
involved in a call that supports LCLS. Upgraded (LCLS com-
pliant) and legacy (non LCLS compliant) MSCs may exist in
the path. All MSCs (nodes in the path) must permit LCLS in
the present implementation. If one node denies LCLS (legacy
MSC or intentionally), then all other MSCs are informed at
call setup and during the call and LCLS is stopped.

Lawtful Interception should remain possible also when the
Local Call Local Switch feature is activated, and the main
functionality should remain in the Core Network. The general
requirements on Lawful Interception are specified in 3GPP
TS 33.106. In order to allow support for the Lawful Intercep-
tion feature in the Core Network, user plane data for CS
(circuit switched) voice calls to be intercepted needs to be
conveyed to the Core Network, even if the calls are local.
Possible implementations of a corresponding solution are
detailed below.

In one implementation, whenever the MSC-S is aware that
a local call needs to be intercepted, it does not allow the BSS
to establish local switching in the BSS. The problem of this
implementation is that it might not be possible to maintain the
same end user perception in all the cases, in terms of end-to-
end speech delay. The delay might in fact vary between “not
locally switched, intercepted local calls” and “locally
switched, non-intercepted local calls”. This could happen for
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instance in some scenarios where the Local Call Local Switch
feature would be typically deployed, i.e. whenever a satellite
backhaul is used to connect a group of BTS’s to the BSC/
MSC-S. Inthis case the delay ofalocally switched call will be
~600 ms shorter than for a normal call, unless an artificial
delay is added for all the locally switched calls (which is of
course not desirable), and this difference would be easily
noticeable by the end user.

In another implementation, local switching is also enabled
for intercepted calls, with the goal to maintain the same end
user perception in terms of end-to-end speech delay. This can
be achieved if the user plane data is both locally switched and
forwarded to the Core Network as well, while user plane data
coming from the A interface is dropped at the BSS side. In
order to support this, it may be sufficient to introduce a con-
ditional “Bi-casting required to the MSC” Information Ele-
ment in the new/modified BSSMAP messages used by the
MSC-S to allow the BSS to establish Local Switching. This
solution implies that some sort of indirect indication that a
call will be intercepted will be conveyed to the BSS via some
signalling message. However, the A-interface control mes-
sages containing this information can be protected (e.g. via
IPSec) so that such information cannot be sniffed or traced.
An advantage of this implementation is that also for inter-
cepted calls, LCLS is possible. The implementation may also
maintain the same end user perception in terms of end-to-end
speech delay. Yet the implementation may require modifica-
tions on the BSS side because of required bi-casting capabil-
ity and additional A-interface signalling.

Particular implementations for handling the user (or
media) plane are detailed below. Benefits of Local Call Local
Switch feature can be the saving of transmission bandwidth
on BSS internal interfaces, Abis and Ater. Establishing local
switching in the present implementation means that either the
call is switched in the BSC or a direct communication is
created between the involved BTSs. In any case, the effect is
that some resources on the BSS internal interfaces (Abis and
Ater) canbe saved. The specific solution will be based on BSS
network topology and remains implementation specific.

To minimize changes to existing AoTDM deployments and
to ongoing AolP implementations, the impact on the A inter-
face user plane handling is kept as low as possible in the
present implementation. For AoTDM, no changes to the A
interface user plane handling should be defined. Even if a call
is locally switched, the two corresponding circuits may
always remain active, meaning that bandwidth savings on the
A interface for locally switched calls are not possible, but
bandwidth savings can be realized on the Abis/Ater inter-
faces, of course. While a call is locally switched, the TRAU
will send some silence codeword on the A interface. Also for
AolP, the two IP connections towards the MSC-S may always
remain active, i.e. the corresponding IP endpoints may not be
released. In any case, for AolP it may be possible to suspend
user plane transmission, and hence save bandwidth, while the
call is locally switched. Therefore, while a call is locally
switched, the MSC-S (MGW) may not expect to receive data
through the IP endpoints. It should be noted that this imple-
mentation may have an impact on the H.248 interface: the
MSC-S can inform the MGW about established and released
Local Switching so that the MGW can start and stop to sus-
pend the AolP user plane transmission. For the mixed
AoTDM-AoIP case (one leg of the call using AoTDM, the
other using AoIP), the proposal is again to keep the circuitand
the IP connection active throughout the call. Whether user
plane data is sent on the IP connection while the call is locally
switched could depend on the presence or not of a Transcoder
in the BSS for this leg of the call.
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This implementation may simplify the procedures to estab-
lish and release Local Switching in the BSS at call setup and
handover, on the A-interface and on the Core Network inter-
faces (e.g. for allocation/release of resources on the MGW).
As a further benefit, this approach may simplify the handling
of in-band announcements for a call which is locally
switched, because with this solution, there is no need e.g. to
re-establish circuits or IP endpoints just to deliver the
announcement to the target user.

The BSS and CN should know their capabilities regarding
LCLS. For minimizing the signalling overhead within the
CN, the BSS may inform the CN as early as possible. The
other direction, CN to BSS, seems less critical.

One option would be to configure the BSS-capabilities
within each MSC by O&M parameters and the MSC capa-
bilities within each BSS by other O&M parameters. Then no
additional signalling for the capability exchange is necessary.
However, this approach may require hand-administration.
Further the whole BSS should be homogeneously supporting
LCLS or the LCLS attempt would fail rather often. This
administrative approach is rather static and can not react
quickly on changing conditions.

To overcome these drawbacks, the implementation may
add a new information element (IE) (termed “LCLS-BSS-
Capability”) in the Assignment_Request_Response message.
But this is a bit late in the process, the CN would have to do
pro-active signalling for LCLS without knowing if that would
ever be successful.

A further option is to add a new IE (termed “L.CLS-Capa-
bility”) on the A-Interface, per call leg, within the “Complete
Layer 3”” Message. This is the approach already taken for the
AolP-Capabilities. The same new IE could be used by oBSS
and tBSS. The MSCs would be informed at a very early point
in time and per call leg, so very accurate. This approach
supports a non-homogeneous BSS, i.e. some parts of the BSS
could (already) support LCLS, while others are (still) not
capable. This new IE can comprise at least one binary flag
“LCLS-Yes”/“LCLS-No”. Default is “LLCLS-No” and this is
assumed, if the IE is not present. A finer granularity of this
LCLS-Capability may also be implemented. One octet may
be allocated for this purpose. oMSC would only start to
deploy the additional signalling for LCLS if it knows that the
0oBSS supports it. tMSC would only apply signalling for
LCLS if it knows that tBSS supports it. By the selective
further signalling, e.g. a selective inclusion of the information
element for collecting user plane access need of core network
node, signalling overhead in the core network may be
reduced.

The access gateways, here the oMSC and tMSC can
accordingly be informed (e.g. by the IE “LCLS-Capability”)
that a local shortcut is possible in principle.

After the CN got the LCLS-Capability from both radio legs
and has negotiated along the routing path that LCLS is fea-
sible (see further below), it sends the LCLS-Negotiation
result within Assignment Request to the BSSes. A new IE
“LCLS-Preference” may be introduced, which is sent within
the Assignment Request message from the MSC to the BSS
on a per call-leg basis. It may instructs the BSS on the possi-
bilities and preferences for LCLS for the call-leg.

The MSCs within the CN have no knowledge about the
other ends call-leg or radio access network. They send there-
fore further a new Global Call Reference (see further below),
which is unique for the call, within Assignment Request to
each BSS on a per call-leg basis to allow the correlation of
call-legs of one call, if both end in one BSS. A new IE “Global
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Call Reference” may be introduced, which may be sent within
the Assignment Request message from the MSC to the BSS
on a per call-leg basis.

After the BSS got the LCLS-Preference and the Global
Call Reference and identified that LCLS is feasible, it reports
the LCLS-Status in the Assignment Acknowledge message to
the CN. Since both MSCs (oMSC and tMSC) send the
Assignment Request at different points in time to the BSS, the
LCLS-Status is only fully known and stable after the second
Assignment Request (0 Assignment-Request or tAssignment-
Request, whichever comes later). An additional new Message
may be used, termed “LCLS-Notification”, which is send
whenever the BSS detects that the LCLS-Status has changed.
The MSCs use this LCLS-Status to determine how to handle
the User Plane within the Core Network. A new Message
“LCLS-NOTIFICATION” and a new IE “LCLS-Status” may
thus be introduced. The LCLS-Status IE may be sent in the
Assignment Acknowledge message and in the new LCLS-
Notification message, whenever it is necessary to inform the
CN about a change in the LCLS-Status.

The Assignment Requests allow determining the feasibil-
ity for LCLS within the BSS. But at that time, the tUser has
still not accepted the call and the User Plane should still notbe
through-connected. The Connect information is up to the
REL-8 not send to the BSS, but only to the MS. Therefore, a
new Message “A-CONNECT” may be introduced from CN to
BSS.

There are situations, where one MSC is upgraded to LCLS
and the other MSC is still not upgraded. The implementation
thus takes the “MSC-LCLS-Capability” of each node into
account. There are situations, where the User Plane is needed
within the CN, e.g. where LCLS is not allowed, but only one
of the MSCs knows about that. Here, the “LCLS-MSC-Pref-
erence” of each node should be taken into account. Possibili-
ties to negotiate LCLS-Capability and LCLS-Acceptance
between oMSC and tMSC are given hereinafter.

One option is that the common BSS (if it exists) tells both,
oMSC and tMSC, about its BSS-LCLS-Capability, e.g. in a
new IE as outlined above. Both MSCs, oMSC and tMSC, tell
this BSS about their individual MSC-LCLS-Capability and
their individual MSC-LCLS-Preference in Assignment
Request. In this way no additional signalling between the
MSCs may be necessary regarding the LCLS-Negotiation.
The combining of all necessary information may then only be
performed within the BSS, which controls both call legs. This
is illustrated in FIG. 11. The advantage of this option is the
simplicity on the Nc-Interface. The disadvantage is that nei-
ther oMSC nor tMSC has a complete overview concerning
LCLS-capabilities and status. They don’t know in the first
phase that the identical BSS is used on both call legs. They
may be informed later by the BSS that LCLS is feasible
and/or established.

Accordingly, the present implementation uses LCLS sig-
nalling between the oMSC and the tMSC by including an
information element in the connection set-up signalling in the
core network, as illustrated in FIG. 12. The oMSC tells the
tMSC about the 0BSS-LCLS-Capability and its own oMSC-
LCLS-Capabilities and its own oMSC-LCLS-Preference. A
new [E “LCLS-CN” can be exchanged between oMSC and
tMSC in forward direction on the Nc-Interface to signal the
“LCLS-Capability and LCLS-Preference”. The same IE may
also be useful in backward direction. It may then also include
the actual “LCLS-Status”. Possible contents and structure of
such an information element (here termend “LCLS-CN”) are
discussed in detail above. The implementation requires only a
slightly higher signalling effort on Nc. The advantage of this
implementation is that tMSC knows in a very early phase that
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LCLS is a candidate or not. A further advantage is that any
time during the call, this new IE could be used to signal
changes in LCLS-Capability, LCLS-Preference and LCLS-
Status. A further advantage is seen in call scenarios with more
than two MSCs in the routing path (i.e. signalling path).
Further MSCs in the path can enter their LCLS-Capability
and/or LCLS-Preference into the information element, i.e.
their needs to access the media plane.

In an example implementation, a new IE “LCLS-CN” is
introduced, with one octet, fixed length. If BICC or ISUP is
used on Nc, then the LCLS-CN IE is sent within the IAM
Message (set-up message) in forward direction and within the
Mobile APM Message (response message) in backward
direction. IF SIP-1 is used on Nc, then the LCLS-CN IE may
be sent in a separate SIP header or within encapsulated IAM
in the SIP-I-Invite in forward direction, and in separate SIP
header or encapsulated ISUP Mobile APM in SIP-Response
in backward direction.

Typically, the oMSC does not know anything about tBSS;
tMSC does not know anything about oBSS, i.e. the MSCs
don’t care, whether the identical BSS is used on both call legs.
But the MSCs know the call identity, at least indirectly. On the
other hand the BSS does typically not care which call legs
belong to one call. The BSS does not know a global call
identity. The BSS just knows the identity of each call-leg
(CIC or AoIP Call Identifier). Again different two options
exist to solve this problem and to match RAN-Identity and
Call-Identity.

In a first option, the MSCs inform each other which RAN
is used: if o0RAN and tRAN are identical, then the MSCs
know that LCLS is feasible. Unique RAN-Identities may be
defined and exchanged, new CN signalling may be required.
This option requires the definition and maintenance of glo-
bally unique RAN-Identifiers; it allows to some extend to
identify the location of the other user (personal-data security
issue); it also requires additional signalling through the Core
Network in case of Inter-RAN handover.

In a second option, the MSCs define and negotiate a unique
Call Identifier for the call, which is then known to all nodes in
the routing path. In complex call scenarios, this Call Identifier
may be globally (i.e. world wide) unique. Then the MSCs
inform the RAN(s) about the Global Call Identity on each
call-leg: if the Call Identifiers of oMS and tMS are identical,
then the RAN knows that the call originates and terminates at
the same BSS and therefore LCLS is feasible. This options
uses the definition and exchange of a Globally Unique Call
Identifier, which means new CN and new A-Interface signal-
ling. This option has particular advantages with respect to call
scenarios with more than two MSCs in the routing path.

Such an Unique Call Identifier is specified in ITU-T
Q.1902 series, called “Global Call Reference” (GCR). The
GCR is worldwide unique, also across network boundaries.
This GCR was introduced for charging purposes in complex
call scenarios. A possible parameter layout of this Global Call
Reference is shown in the following table:

8 7 6 5 4 3 2 1 octet

Network ID length indicator (3 ... 5)

—

Network ID 2
(variable length) 3
4...6
Node ID length indicator (2) 5...7
Node ID 6...8
(fixed length) 7...9
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-continued

8 7 6 5 4 3 2 1 octet

Call Reference length indicator (3) 8...10
Call Reference ID 9...11

(fixed length) 10...12

11...13

The maximum length of this IE, including the length indi-
cators, is 13 octets. In general all call legs which belong to one
call use the same Global Call Reference. This includes, but is
not limited to Call Forwarding, Roaming, Rerouting or Rese-
lection. The GCR of the call will also be sent by the Anchor
MSC in the IAM (ISUP/BICC) on the handover/relocation
call leg towards the Non-anchor MSC. The nodes in the call
path to the new location of the MS will then receive and be
able to use this GCR.

The already specified Global Call Reference may be used
for LCLS, both, within the CN and between CN and RAN.
The oMSC generates a “Global Call Reference” (GCR),
when it receives the Service Request from the oMS. This
GCR is then sent along the routing path, finally arriving at
tMSC. All nodes within the path have the opportunity to note
this GCR. This GCR is keptuntil the call is terminated. oMSC
sends this GCR within the o Assignment-Request to the 0BSS
for the oCall-leg; it is stored there; tMSC sends this GCR
within the tAssignment-Request to the tBSS for the tCall-leg;
it is stored there, too. Both oMSC and tMSC send in addition
their LCLS-Capability and LCLS-Preference to oBSS and
tBSS at Assignment.

Then tBSS performs the correlation of the received GCR
for the tCall-leg with all stored GCRs and finds the corre-
sponding oCall-leg for LCLS, if oBSS and tBSS are identical.
If successful, then tBSS marks both call legs as “LCLS-
identified”. tBSS reports the result of the correlation to tMSC
in tAssignment-Response. At the same time oBSS (which is
identical to tBSS) notifies the LCLS-Status to oMSC. Then
the preparation for LCLS is finished. But LCLS is still not
established to avoid a too early through-connect of the User
Plane, which could invite to fraud.

The MSC(s) may perform the following procedure to con-
trol the user plane connection. Assume the call is still in the
call setup phase. The tMS started ringing and oMS receives
and plays the ring-back tone. The User Plane is established
end-to-end in both directions through the Core Network, but
the traffic is blocked in oMGW and tMGW. A direct local
shortcut within the BSS would bypass this user plane connec-
tivity control in the CN and would therefore allow fraudulent
user data to pass prior to answer/charging. It would also
bypass the User Plane between the Ring-back tone, generated
by tMGW and the oMS. The BSS may determine the correct
point in time to establish LCLS as follows.

Without new signalling on the A-Interface, this may be
achieved by “sniffing” into the DTAP signalling between
MSC and MS.

Another possibility is to use a new procedure, message and
IE which can inform the BSS when to “Connect”. This pro-
cedure may be called “A-Connect”, the message may be
called “A-CONNECT” and the IE may be called “A-Connect-
Control”. The trigger for this A-Connect procedure can be the
“Connect” message from tMS, which is seen by tMSC and
oMSC. Both, tMSC and oMSC, send the new Message
A-CONNECT to both tBSS and oBSS, respectively. The
content, i.e. the coding of the IE A-Connect-Control can in
general be identical on both A-Interfaces, but could may also
bedifferent. [f both call legs receive an explicit A-CONNECT
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message and the contents allows LCLS, then BSS establishes
the LCLS. The tBSS call leg gets the tA-CONNECT message
in general earlier than the oBSS call leg gets the 0A-CON-
NECT message. But neither tBSS nor oBSS may acknowl-
edge this message before the status of LCLS is clarified, i.e.
not before both call legs got the A-CONNECT message and
LCLS is established—or it may be clarified that LCLS cannot
be established.

It should be clear that the general teachings given further
above may be applied to the specific implementations
described herein. In particular, the different methods of col-
lecting the media plane access needs, establishing the media
plane and detecting legacy nodes in the signalling path can be
applied to the specific implementations. The skilled person
will appreciated that the features of the above aspects,
embodiments and implementations of the invention can be
combined to from other embodiments that are within the
scope of the present invention.

While specific embodiments of the invention are disclosed
herein, various changes and modifications can be made with-
out departing from the scope of the invention. The present
embodiments are to be considered in all respect as illustrative
and non-restrictive, and all changes coming within the mean-
ing and equivalency range of the appended claims are
intended to be embraced therein.

The invention claimed is:

1. A method of establishing a call between an originating
terminal and a terminating terminal that access a core network
via the same radio access network (RAN), the method imple-
mented by an access gateway in the core network, the method
comprising, during establishment of the call:

receiving a first information element that indicates what
level of'user plane access core network nodes ina control
path of the call require;

determining at the access gateway whether to allow a user
plane of the call to be locally switched within the RAN;
and

if the access gateway determines to allow the call’s user
plane to be locally switched within the RAN, sending
from the access gateway to the RAN a second informa-
tion element that indicates a preference for locally
switching the call according to the level of user plane
access said core network nodes require.

2. The method of claim 1, wherein said user plane com-
prises a forward channel from the originating terminal to the
terminating terminal and a backward channel from the termi-
nating terminal to the originating terminal, wherein the first
information element indicates whether said core network
nodes require read access to the forward channel, whether
said core network nodes require write access to the forward
channel, whether said core network nodes require read access
to the backward channel, and whether said core network
nodes require write access to the backward channel.

3. The method of claim 1, wherein said user plane com-
prises a forward channel from the originating terminal to the
terminating terminal and a backward channel from the termi-
nating terminal to the originating terminal, wherein the first
information element includes:

a first binary flag for indicating whether or not at least one
of said core network nodes requires read access to the
forward channel;

a second binary flag for indicating whether or not at least
one of said core network nodes requires write access to
the forward channel;

athird binary flag for indicating whether or not at least one
of said core network nodes requires read access to the
backward channel; and
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a fourth binary flag for indicating whether or not at least
one of said core network nodes requires write access to
the backward channel.

4. The method of claim 1, wherein the access gateway is an
originating access gateway through which the core network is
accessed for the originating terminal, wherein the method
further comprises sending a message towards a terminating
access gateway through which the core network is accessed
for the terminating terminal, wherein the message is for estab-
lishing the call and includes the first information element, and
wherein said receiving comprises receiving from the termi-
nating access gateway a response to the message that includes
the first information element as modified by said core network
nodes in the call’s control path.

5. The method of claim 1, wherein the access gateway is a
terminating access gateway through which the core network
is accessed for the terminating terminal, wherein said receiv-
ing comprises receiving a message from an originating access
gateway through which the core network is accessed for the
originating terminal, wherein the message is for establishing
the call and includes the first information element as modified
by said core network nodes in the call’s control path.

6. The method of claim 1, wherein said sending comprises
sending the second information element within a message
that requests the RAN to assign channels for the call.

7. The method of claim 1, wherein the call has a first radio
leg associated with the originating terminal and a second
radio leg associated with the terminating terminal, and
wherein said sending comprises sending the second informa-
tion element to the RAN on a per call-leg basis.

8. A method of establishing a call between an originating
terminal and a terminating terminal that access a core network
via the same radio access network (RAN), the method imple-
mented by a core network node in a control path of the call,
the method comprising, during establishment of the call:

receiving an information element that indicates what level
of user plane access one or more other core network
nodes in the call’s control path require;

modifying the information element at the core network
node to indicate what level of user plane access the core
network node requires beyond that already indicated by
the information element as being required by said one or
more other core network nodes; and

sending the modified information element to another core
network node in the call’s control path.

9. The method of claim 8, wherein said user plane com-
prises a forward channel from the originating terminal to the
terminating terminal and a backward channel from the termi-
nating terminal to the originating terminal, wherein the infor-
mation element includes:

a first binary flag that takes on values of “Yes” or “No” for
respectively indicating whether or not read access to the
forward channel is required;

a second binary flag that takes on values of “Yes” or “No”
for respectively indicating whether or not write access to
the forward channel is required;

a third binary flag that takes on values of “Yes” or “No” for
respectively indicating whether or not read access to the
backward channel is required; and

a fourth binary flag that takes on values of “Yes” or “No”
for respectively indicating whether or not write access to
the backward channel is required.

10. The method of claim 9, wherein said modifying com-
prises changing the value of any given one of said binary flags
from “No”’to “Yes” if the core network node requires the level
of'access indicated by that flag, and refraining from changing
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the value of any given one of said binary flags from “Yes” to
“No” if the core network node does not require the level of
access indicated by that flag.

11. The method of claim 8, further comprising adapting the
routing of user data through a media gateway of said core
network node based on the extent to which core network
nodes inthe call’s control path require access to the call’s user
plane.

12. The method of claim 8, wherein said user plane com-
prises a forward channel from the originating terminal to the
terminating terminal and a backward channel from the termi-
nating terminal to the originating terminal, and wherein the
method further comprises:

determining whether any nodes in the signalling path

require access to the user plane; and

setting media gateway context and links of a media gate-

way (MGW) associated with the core network node in

order to establish the user plane through the core net-

work, wherein said setting comprises, if said determin-

ing indicates that there is no need to transport user data

downstream the forward or backward channel, either:

if the downstream user data link for the respective chan-
nel has not been previously established, refraining
from establishing said link;

if the downstream user data link for the respective chan-
nel has been previously established, removing said
link; or

setting the downstream user data link for the respective
channel to passive, such that no user data is transmit-
ted over the link.

13. A method of establishing a call between an originating
terminal and a terminating terminal that access a core network
via the same radio access network (RAN), the method imple-
mented by a controller in the RAN, the method comprising,
during establishment of the call:

receiving from an access gateway in the core network an

information element that indicates a preference for
locally switching the call according to a level of user
plane access core network nodes in a control path of the
call require; and

responsive to deciding to establish local switching of the

call, establishing local switching of the call in accor-
dance with the preference indicated by the received
information element.

14. The method of claim 13, wherein said receiving com-
prises receiving the information element within a message
that requests the RAN to assign channels for the call.

15. The method of claim 13, wherein the call has a first
radio leg associated with the originating terminal and a sec-
ond radio leg associated with the terminating terminal, and
wherein said receiving comprises receiving the information
element on a per call-leg basis.

16. An access gateway for a core network configured to
establish a call between an originating terminal and a termi-
nating terminal that access the core network via the same
radio access network (RAN), the access gateway comprising:

a receiving circuit;

a transmitting circuit; and

one or more processing circuits configured, during estab-

lishment of the call, to:

receive, via the receiving circuit, a first information ele-
ment that indicates what level of user plane access
core network nodes in a control path of the call
require;

determine whether to allow the call’s user plane to be
locally switched within the RAN; and
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if the access gateway determines to allow the call’s user
plane to be locally switched within the RAN, send to
the RAN, via the transmitting circuit, a second infor-
mation element that indicates a preference for locally
switching the call according to the level of user plane
access said core network nodes require.

17. The access gateway of claim 16, wherein said user
plane comprises a forward channel from the originating ter-
minal to the terminating terminal and a backward channel
from the terminating terminal to the originating terminal,
wherein the first information element indicates whether said
core network nodes require read access to the forward chan-
nel, whether said core network nodes require write access to
the forward channel, whether said core network nodes require
read access to the backward channel, and whether said core
network nodes require write access to the backward channel.

18. The access gateway of claim 16, wherein said user
plane comprises a forward channel from the originating ter-
minal to the terminating terminal and a backward channel
from the terminating terminal to the originating terminal,
wherein the first information element includes:

a first binary flag for indicating whether or not at least one
of said core network nodes requires read access to the
forward channel;

a second binary flag for indicating whether or not at least
one of said core network nodes requires write access to
the forward channel;

a third binary flag for indicating whether or not at least one
of said core network nodes requires read access to the
backward channel; and

a fourth binary flag for indicating whether or not at least
one of said core network nodes requires write access to
the backward channel.

19. The access gateway of claim 16, wherein the access
gateway is an originating access gateway through which the
core network is accessed for the originating terminal, wherein
the one or more processing circuit are configured to:

send a message towards a terminating access gateway
through which the core network is accessed for the ter-
minating terminal, wherein the message is for establish-
ing the call and includes the first information element;
and

receive from the terminating access gateway a response to
the message that includes the first information element
as modified by said core network nodes in the call’s
control path.

20. The access gateway of claim 16, wherein the access
gateway is a terminating access gateway through which the
core network is accessed for the terminating terminal,
wherein the one or more processing circuits are configured to
receive a message from an originating access gateway
through which the core network is accessed for the originat-
ing terminal, wherein the message is for establishing the call
and includes the first information element as modified by said
core network nodes in the call’s control path.

21. The access gateway of claim 16, wherein the one or
more processing circuits are configured to send the second
information element within a message that requests the RAN
to assign channels for the call.

22. The access gateway of claim 16, wherein the call has a
first radio leg associated with the originating terminal and a
second radio leg associated with the terminating terminal, and
wherein the one or more processing circuits are configured to
send the second information element to the RAN on a per
call-leg basis.

23. A core network node configured to be in a control path
of a call, wherein the core network node is configured to
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establish the call between an originating terminal and a ter-
minating terminal that access a core network via the same
radio access network (RAN), the core network node compris-
ing:
a receiving circuit;
a transmitting circuit; and
one or more processing circuits configured, during estab-
lishment of the call, to:
receive an information element that indicates what level
of user plane access one or more other core network
nodes in the call’s control path require;

modify the information element to indicate what level of
user plane access the core network node requires
beyond that already indicated by the information ele-
ment as being required by said one or more other core
network nodes; and

send the modified information element to another core
network node in the call’s control path.

24. The core network node of claim 23, wherein said user
plane comprises a forward channel from the originating ter-
minal to the terminating terminal and a backward channel
from the terminating terminal to the originating terminal,
wherein the information element includes:

a first binary flag that takes on values of “Yes” or “No” for
respectively indicating whether or not read access to the
forward channel is required;

a second binary flag that takes on values of “Yes” or “No”
for respectively indicating whether or not write access to
the forward channel is required;

athird binary flag that takes on values of “Yes” or “No” for
respectively indicating whether or not read access to the
backward channel is required; and

a fourth binary flag that takes on values of “Yes” or “No”
for respectively indicating whether or not write access to
the backward channel is required.

25. The core network node of claim 24, wherein the one or
more processing circuits are configured to change the value of
any given one of said binary flags from “No” to “Yes” if the
core network node requires the level of access indicated by
that flag, and refrain from changing the value of any given one
of said binary flags from “Yes” to “No” if the core network
node does not require the level of access indicated by that flag.

26. The core network node of claim 23, wherein the one or
more processing circuits are further configured to adapt the
routing of user data through a media gateway of said core
network node based on the extent to which core network
nodes inthe call’s control path require access to the call’s user
plane.
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27. The core network node of claim 23, wherein said user
plane comprises a forward channel from the originating ter-
minal to the terminating terminal and a backward channel
from the terminating terminal to the originating terminal, and
wherein the one or more processing circuits are further con-
figured to:

determine whether any nodes in the signalling path require

access to the user plane; and

set media gateway context and links of a media gateway

(MGW) associated with the core network node in order

to establish the user plane through the core network, by,

if said determining indicates that there is no need to

transport user data downstream the forward or backward

channel, either:

if the downstream user data link for the respective chan-
nel has not been previously established, refraining
from establishing said link;

if the downstream user data link for the respective chan-
nel has been previously established, removing said
link; or

setting the downstream user data link for the respective
channel to passive, such that no user data is transmit-
ted over the link.

28. A controller for a radio access network (RAN) config-
ured to establish a call between an originating terminal and a
terminating terminal that access a core network via the RAN,
wherein the controller comprises:

a receiving circuit; and

one or more processing circuits configured, during estab-

lishment of the call, to:

via the receiving circuit, receive from an access gateway
in the core network an information element that indi-
cates a preference for locally switching the call
according to a level of user plane access core network
nodes in a control path of the call require; and

responsive to deciding to establish local switching of the
call, establish local switching of the call inaccordance
with the preference indicated by the received infor-
mation element.

29. The controller of claim 28, wherein the one or more
processing circuits are configured to receive the information
element within a message that requests the RAN to assign
channels for the call.

30. The controller of claim 28, wherein the call has a first
radio leg associated with the originating terminal and a sec-
ond radio leg associated with the terminating terminal, and
wherein the one or more processing circuits are configured to
receive the information element on a per call-leg basis.
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